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Abstract

Artificial intelligence (Al) and machine learning (ML)
have occupied the center stage in healthcare as
research groups and institutions investigate their
capabilities and risks. Dermatology is often cited as
one of the medical specialties most ripe for
disruption with Al technology due to the heavy
incorporation of visual information into clinical
decisions and treatments. Although the literature on
Al in dermatology is rapidly growing, there has been
a noticeable absence of mature Al solutions utilized
by dermatology departments or patients. This
commentary provides insight into the regulatory
challenges facing Al solutions for the specialty of
dermatology and the unique considerations that
should be factored into Al development and
deployment.
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Introduction

Advancements in machine learning (ML) and
artificial intelligence (Al) have paved the way for
innovations across finance, transportation, security,
education, and healthcare [1]. Funding has poured
into companies and research teams that are building
Al tools for a diverse set of industries as Al promises
to increase efficiency, automate repetitive tasks, and

reduce human error. Consequently, we have seen Al
deliver self-driving cars, image-based security, and
financial robo-advisors [1]. Although healthcare as a
target of disruption has received much attention,
there has been a relative lack of commercialization
and integration into clinical workflows. One does not
need to look far to find a plethora of potential
barriers unique to healthcare that restrict Al
innovation but regulatory hurdles are often cited
among the most prominent of barriers [3].

Physician participation in the creation and
governance of healthcare ML/AI is critical to its
success but enabling physicians in this space
requires knowledge of regulatory hurdles.
Regulators are still trying to assess how to best
manage and review digital innovations. Physician
understanding of regulatory expectations and
barriers for healthcare ML/Al can encourage
physicians to lead efforts that set realistic
expectations for ML/AIl technology in a manner that
delivers on its promises while still prioritizing clinical
outcomes and the best interest of patients.

With a focus on the field of dermatology, we aim to
enable more effective physician participation in the
advancement of ML/AI for healthcare Al by 1)
describing the current state of Al in dermatology and
2) providing an overview of special regulatory
considerations that would be better navigated with
engagement by dermatologists.
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Discussion

Overview of FDA pathways for machine learning
and artificial intelligence

Of the increasing number of ML/Al-based healthcare
technologies, many are not subject to FDA review
because they either do not meet the definition of a
medical device or they pose negligible risk to
patients [4,5]. Machine learning/Al functions that are
not intended for use in the diagnosis, cure,
mitigation, treatment, or prevention of a disease or
condition, such as workflow augmentation tools,
scheduling applications, and data transfer and
storage functions, do not meet the definition of a
medical device and do not require FDA review prior
to deployment. The FDA has also provided that,
under their enforcement discretion, certain low risk
medical device software functions, such as
applications providing well-established general
health and wellness recommendations, do not
require FDA's active enforcement of the regulations
at this time [6]. Other opportunities to use Al outside
of FDA jurisdiction include meeting FDA’s
interpretation of clinical decision support (CDS)
defined in the 21 Century Cures Act. Clinical
decision support outside of FDA'’s jurisdiction does
not apply when the Al is analyzing medical images
(e.g., radiological imaging) or in vitro diagnostic
signals (e.g., EKG) and requires that the basis for the
recommendation is available so that the healthcare
professional does not rely on the tool as the primary
means of a diagnostic or treatment decision [5].
Healthcare ML/Al intended to drive medical
decision-making, including many CDS systems with
a meaningful clinical impact, may qualify as software
as a medical device (SaMD) and be subject to FDA
jurisdiction.

Although lower risk software that functions outside
of FDA’s active enforcement is undoubtedly an
important part of patient care and requires fewer
regulatory hurdles, the scope of innovation is limited
when products must be narrowly tailored to avoid
FDA regulations. The utility and impact of healthcare
ML/AI will remain limited if physician innovators are
not enabled to advance technology to the level of
risk that implicates FDA regulations. With increased
impact on patient care and a heightened level of

regulatory scrutiny, enabling physician involvement
with SaMD requires knowledge of the FDA pathway
for SaMD summarized in Figure 1.

The current state of artificial intelligence in
dermatology

Multiple medical specialties have successfully
navigated FDA requirements for ML/Al-based
medical devices software, with oncology, radiology,
and cardiology leading the way [7,8]. Dermatology as
a field has historically been a leader in innovation.
However, with regard to FDA approval for SaMD,
dermatology is notably lagging compared to other
specialties in FDA-cleared ML/AI. Although there are
numerous ML/Al-based dermatological applications
currently available in the United States, very few
have successfully navigated the FDA’s pathway for
medical device software.

In a search of the FDA database, there are only two
claimed  ML/Al-based dermatology = medical
devices—Melafind and Nevisense, both subjected to
FDA's highest risk “Pre-Market Approval” pathway.
This may be compared to 22 FDA-approved devices
in radiology, five in cardiology, and six in oncology
[3,9]. Melafind was the subject of the book Innovation
Breakdown, describing the challenging process of
obtaining FDA approval [10]. The MelaFind device,
which analyzed images of skin lesions to aid
dermatologists in determining whether a biopsy is
necessary, never reached significant market
adoption and in 2015, the MelaFind device was
subjected to a voluntary recall after a finding that the
user interface lacked FDA approval [11]. Nevisense, a
device made by the company SciBase, uses electrical
impedance spectroscopy and was approved by the
FDA in 2017 for use by dermatologists to aid in the
consideration of whether a biopsy is necessary
[12,13]. Nevisense is intended to provide additional
information about the “cellular characteristics” of
cutaneous lesions with unclear clinical or historical
signs of melanoma.

There is a paucity of FDA-approved devices in the
field of dermatology relative to other specialties, but
why? Undoubtedly, opportunities for ML/Al-based
algorithm development in dermatology are robust,
given the pattern-recognition-based and visually-
oriented nature of the specialty. The potential
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benefits in applying ML/Al-related technologies to
the practice of dermatology are vast. With a shortage
of dermatologists in the U.S., ML/Al has the potential
to improve both access to care and quality of care
[14]. Furthermore, literature reviews of ML/AI
applications in dermatology show promise.

In 2017, Esteva et al. published that deep
convolutional neural networks trained on 129,450
clinical images with biopsy-proven diagnoses led to
equivalent diagnostic accuracy compared against 21
board-certified dermatologists with respect to two
measures: keratinocyte carcinomas versus benign
seborrheic keratosis and malignant melanomas
versus benign nevi [15]. In addition to this study,
there is a boom of ML/Al-based research in
dermatology with thousands of publications, along
with an explosion of ML/Al-driven tech start-ups
targeting dermatologic diseases and skin care [16].
Most of these ML/Al applications, however, remain at
the research stage or follow a path that is exempt
from FDA jurisdiction. In a systematic review,
Freeman et al. in BMJ 2020 demonstrated that
algorithm-based smartphone applications (apps)
available direct-to-consumers for skin cancer
detection were unreliable [17].

Prior reviews have analyzed the literature on ML/AI
in dermatology in various ways—by type of article,
diseases targeted, and categories of barriers that
impede ML/AI implementation [18-20]. Gomolin et
al. astutely noted that whereas most of the literature
included original research articles, few involved
significant  dermatologist  collaboration in
conceiving, designing, and interpreting those
studies [18]. It should not be surprising that
dermatologists’ involvement in study design has led
to datasets more representative of true clinical
scenarios [21].

The ML/AI applications that have been developed
and published are impressive with promising
potential in improving dermatologic care. However,
most of the publications require significant further
technological and clinical validation studies. Arevalo
et al, for example, presented an ML/AI that could
analyze images of  permanent section
histopathology to classify basal cell carcinoma with
98.1% accuracy [22]. Nevertheless, to date there are

still no FDA-cleared clinical diagnostics for basal cell
carcinoma. Issues of trust by physicians and patients
as well as liability for adverse outcomes limit
absolute diagnostic reliability. In other words, a
human decision can be explained but the decision
made by ML/Al may not be interpretable [18]. In
addition, machine learning models that are created
must provide specific value to the physician, process,
patient, or clinical flow. A meta-analysis of 70 studies
found that ML/AI diagnostic algorithms were
equivalent to human experts when it comes to
diagnosing melanoma from images, with
telemedicine being one of the first avenues to
embrace ML/AI [23,24]. However, there is no
comparison of how ML/AI performs compared to a
dermatologist who has a face-to-face interaction in
that meta-analysis, which is an important metric to
consider knowing that face-to-face diagnostic
accuracy exceeds that of teledermatology [25].

Dermatologists and physician leaders play a critical
role in identifying areas in which the application of
ML/Al can add value to the field. They play an equally
important role in identifying the dangers of the
inappropriate application of ML/Al and in assuring
that patient safety, clinical needs, and feasibility of
practice integration are all considered. Most
dermatologists internationally support that ML/AI
will improve dermatologic care (77.3%), yet few
report an excellent understanding of ML/AI [26].

Special regulatory considerations for ML/AI in
dermatology

Underlying the reviews of the current state of
healthcare ML/AIl in dermatology lies the answer to
why dermatology is lacking FDA-cleared/approved
SaMD. All specialities share many of the same
deployment challenges. For example, medical
device cybersecurity requirements must be met and
account for human factors and usability engineering
considerations that allow for the software to be used
in the intended clinical setting. In addition, there are
enormous challenges to accommodate multiple
variables in the annotation of data [27,28]. However,
dermatology faces many challenges that are unique
to the specialty. Dermatologist awareness of these
challenges and engagement in the solutions will
help enable FDA approval for ML/Al systems applied
to this field.
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Diversity of data is one primary challenge for
dermatology ML/AI. On the one hand, skin is easily
accessible, but skin surfaces are highly variable
across individuals. Color, texture, hydration level,
hair quantity and distribution patterns, pore size,
presence of rhytid, scars, tattoos are only part of the
list of clinically assessable variables that ML/Al must
consider. There are further data challenges
associated with diversity of how data was collected,
including lighting, distance, patient position, and
equipment used. These additional data variables in
dermatology increase the technical complexity of
training ML/Al models. Providing clinical context to
data scientists and product leaders is an opportunity
for dermatologists to advance the field.

Another important consideration is spectrum of risk.
Some of the “low hanging fruit” of ML/AI involve
conditions in which the common false positive or
false negative is low risk. For example, a condition in
which a false positive is referral to a specialist (the
standard of care) carries little to no risk. Conversely,
if it can be shown that a common false negative is
likely to be a slight variation on the severity of the
same disease (e.g., no disease versus mild disease for
a slowly progressing condition), the risk may remain
low. However, the risk spectrum in dermatology is
potentially highly variable. In a field in which
nuances may be the difference between a melanoma
and a dysplastic nevus, including history or other
contextual clues from a full body skin examination, it
is potentially more difficult to weigh the risks and
benefits of a targeted ML/AI device. Dermatologist
input on disease characteristics and risk of harm can
help target ML/AI systems in which the benefits
outweigh the risks.

One foundational consideration for the FDA is
validating that the ML/Al works safely and effectively
in the setting for which it is intended to be used [29].
This requires intimate knowledge of diagnostic
decision-making and clinical workflows. As Gomolin
et al. noted, few of the literature and research articles
reviewed involved significant dermatologist
collaboration [18]. This will not get algorithms far
with the FDA because involvement of physicians is
paramount for a number of reasons, including
understanding clinical need, aligning to specialty

standards of care, establishing clinical “gold
standards” used for validating clinical decision
support, and identifying and mitigating biases in
design and implementation. Furthermore, clinical
investigations conducted for the purpose of FDA
clearance/approval are likely to  require
consideration of both technical and clinical
workflows in addition to algorithm performance,
which is lacking in most peer-reviewed studies.

Another foundational consideration is the difference
between the setting of academic research ML/Al and
the real world. For example, a research study may use
skin imaging data provided by a dermatology
department to train and test an ML/AI diagnostic.
These images may be taken by professional
photographers directed by the dermatologist to
focus on particular areas of concern. In a real-world
use case, however, the image may be captured by
novices without professional direction. In addition,
lack of standardization for how images are obtained
across institutions creates more variability for the
ML/Al model to accommodate, which could
significantly change performance when placed
outside of the environment in which it was trained
and tested. For example, digital dermoscopy
datasets may include data from different
dermatoscopes, different lighting conditions, a
range of distances from the skin, and other image
quality issues, such as resolution and artifacts that
are common considerations for ML/Al training. These
challenges do not preclude the use of machine
learning; rather, these are factors that need to be
accounted for in the design, development, and
validation of ML/Al tools that can best be understood
and highlighted by the physician specialist. FDA
review would expect that the circumstances under
which the ML/AI device is tested matches the real-
world circumstances under which the device is
intended to be used, which emphasizes the
importance of involving the physician in developing
ML/AI algorithms.

Dermatology as a specialty is also distinguished in
ways that may lead to more difficulty satisfying FDA
review and clearance/approval requirements. For
example, face-to-face interactions  provide
advantages and supplemental information that are
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lost when dermatologists are asked to diagnose from
images. These include 3-dimensional visual
inspection, palpation, and contextual clues by full
body examination and evaluation of unaffected skin.
Machine learning/Al tools for cardiology and
radiology, on the other hand, often have all the
diagnostic information needed for the ML/AI to
function in a two-dimensional digital image, which is
one of the reasons these specialties are leading the
way with application of ML/AI. Although a single skin
lesion can be photographed, ML/AI algorithms that
have learned based upon images of discrete lesions
may be biased by not including other metrics
important to dermatologists such as anatomic
location, ethnicity, and duration. They also do not
provide inspection of unaffected skin in the same
individual for context. Ruling out disease is often just
as important in dermatology as diagnosing disease;
thus, the use cases may be limited since narrowing
down to regions or lesions of suspect in and of itself
may require clinical expertise. For example, a patient
using a smart-phone app on one area of concern
would not get the benefit of a full-body skin
examination where surface areas as large as two
squared meters are examined [30]. Further, in this
scenario, the app relies on the risky assumption that
patients (or consumers) can self-identify normal and
abnormal skin findings for which to use their app.
Thus, intent of use (primary care provider trained to
identify concerning areas using the device versus
patients using it in place of the standard full body
skin examination) would be an important
consideration for the FDA.

FDA review committees are also acutely aware of the
clinical standard of care and its alignment with
patient outcomes and ask applicants to justify how
the ML/AI system will impact care. However,
reference standards used to train ML/Al models
often rely on proxies for patient outcomes, such as
features in an image that correlate with disease. This
can be especially difficult if diagnostic criteria involve
information beyond what is available for the ML/AI
to assess. For example, an ML/Al system to detect a
disease or tumor may rely on images, but a clinical
assessment may go beyond the image to include
other information like change over time, patient
history, and context. Justifying alignment of ML/AI

with clinical evidence is further complicated by the
lack of clarity regarding exactly how the ML/AI
reached its conclusion (sometimes referred to as a
“black box”). This leaves the ML/Al developer in the
difficult position of justifying how the ML/Al aligns to
clinical evidence, which can be especially
complicated in cases where the ML/AI is unable to
consider information material to the clinical standard
of care. Alternatively, the developer could consider
limiting the use of the ML/AI to circumstances under
which trained dermatologists can independently
validate results using clinical evidence, but this may
detract from the utility of the ML/AIl system. Another
consideration for demonstrating alignment to the
clinical standard of care is to conduct a clinical
investigation that includes a study of patient
outcomes, which could be a years-long and costly
trial. Dermatologists have an opportunity to play a
key role in ML/AI product strategy and deployment
with their clinical expertise.

FDA-regulated ML/Al also requires multiple
applications of formal risk analysis and management.
One such risk consideration is bias. Bias has become
a prominent concern for ML/AI applications across
multiple industries, healthcare being no exception.
There are, unfortunately, many examples of ML/AI
propagating existing societal or creator bias rather
than creating an impartial output [31]. Given that the
quality of an algorithm’s output is directly related to
the quality of the inputs, special care must be given
to the data used for training and validation. For
example, if a diagnostic algorithm is trained on
examples from light skin tones only, the
generalizability of the algorithm to other skin tones
would rightly be questioned. Additionally, if the
reference standard when building and testing an
ML/Al model comes from an expert human (i.e.,
dermatologist), implicit biases have the potential to
be perpetuated in the algorithm. Furthermore, given
the potential for an overreliance on ML/AI outputs,
so-called “automation complacency,” these biases
may be less likely to be identified and corrected [32].
Although the promise of ML/Al-driven tools in the
field of dermatology is profound, we must ensure
that biases are not perpetuated and no patients are
left to suffer the consequences.
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Finally, racial and ethnic bias is an important barrier
to generalization and external validation of ML/AI;
well-designed clinical trials with input from
dermatologists is critical for this reason. For example,
training ML/Al on a homogenous dataset (e.g.,
Caucasians with Fitzpatrick skin type 1 or 2) has the
potential for harm on already healthcare-vulnerable
populations such as Black Americans. With regard to
melanoma and squamous cell carcinoma in
particular, outcomes are worse for people of color,
which highlights the importance of having a
representative dataset as inputs for ML/Al and the
necessity of safe and reliable performance of the
ML/AI for skin of color.

Conclusion

Dermatology as a field is no stranger to innovation or
machine learning. However, we have yet to see
examples of effective integration of this technology
into daily practice. A review of FDA-approved ML/AI
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Figure 1. Potential Food & Drug Administration (FDA) pathways for software.

A short statement*
addressing:

What will it do?
Who will use it?

What population is it
used with?

Is it tied to a specific
clinical condition or
workflow?

Will it inform, drive, or
treat/diagnose?

Are there any necessary
limitations?

Does it require specific
hardware/equipment?

*The FDA has searchable
510(k), de novo, and
PMA databases to review
examples

A “Medical Device” is intended for use in the
diagnosis, cure, mitigation, treatment, or
prevention of a disease or condition.

Meets FDA's interpretation of the four 21*
Century Cures Act non-device criteria. See
FDA draft guidance: Clinical Decision
Support Software.

Informs clinical management for non-
serious conditions. See FDA guidance
document: Policy for Device Software
Functions and Mobile Medical Applications

“General controls” are the basic provision of
FDA regulations, including good
manufacturing practice, registration, and
event reporting.

Subject to FDA risk classification when
considered “Device-CDS.” See FDA draft
guidance: Clinical Decision Support
Software.

May require additional obligations or
“special controls” to assure safety and
efficacy (e.g., labeling and post market

requirements)

After an FDA “authorization” through the de
novo pathway, the product becomes a Class
Il predicate to others or itself (for changes).

The PMA is the most rigorous, time
consuming, and costly pathway with the
FDA but carries with it the strongest
assessment and review.






