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~ ABSTRACT

The fragmentation of °®Fe at 1.88 GeV/nucleon has been studied on
H, Li, Be, C, S, Cu, Ag, Ta, Pb, and U targets. The detection
apparatus consisted of a simple transmission detector. A method is
presented which eliminates the ef;fects of muitiple interactions in
the targets which were typically half an interaction-length thick.
Elemental production cross sections, o(Z), were measured for Z = 13 to
25. Measured charge-changing cross sections, ¢ A7 > 1 and derived
mass—changing cross sections, o AA > 17 OT€ presented for each target.
The ¢(Z) factor into a term which depends only on the target and a
term which depends only on the ffagment observed. The ¢ AZ > 1 and
Opp > 1 follow a simple geometric behavior. The cross section for the
removal of one proton fram the °°Fe projectile is enhanced for the
heavier targets. This effect is described by a model assuming Céulomb

dissociation. The o(Z) for 5®Fe on the H target are compared to the

semiempirical formulae of Silberberg and Tsao.
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I. INTRODUCTION
The fragmentation of light nuclei (A < 16) at relativistic energiés
(1-2 GeV/nucleon) has been studied extensively and several qualitative

1-6

features have been established. The fragments produced maintain

most of their initial longitﬁdir;al velocity and the interaction; have
been described as dominantly peripheral. The momentum distributions of
the fragments in the projectile rest frame are typically Gaussian,
depend on the fragment, and are relatively independent of target mass and
incident energy. The fragment production cross éections are also energy
independent and can be factored into beam-fragment énd target terms.
These measurements have provided the basis for theoretical studies of
the interaction process of high-energy nuclear oollisions.7_10 These
cross sections have also been applied to quantitative calculations of
cosmic ray propégation; for example, see Garcia-Munoz et al .l

With the recent acceleration of iron to relativistic energies at
the Bevalac, the direct measurement of the astrophysically interesting
fragmentation of iron is now possible. Presented here are the first
iron fragmentation results using iron beams accelerated to relativistic
energies. ﬁsing a simple transmission detector system, production cross
sect_:ions_for elements fram 2 = 13 to Z = 25 were measured for a variety
of targets ranging from H to U. In addition, the charge-changing

(o ) and mass~changing (o0 AR > l) cross sections were extracted.

Az 21
The mass-changing cross sections can be applied directly to cglculations
of cosmic' ray propagation. The elemental production cross sections can
be used to improve the semiempirical parameterizations of isotope

production cross seekions that enter into cosmic ray calculations.

Presented in Section II is a description of the experimental



apparatus. In Section III the data reduction technique is discussed. ‘
Results and systematics are presented in Section IV. Section V contains
" comparisons with other data and with the sernielrtpirical formulae of

Silberberg and Tsao. 12

II. EXPERTMENTAL TECHNIQUE
A. @_éparatus |

The experimental setup is shovh schematically in Fig. 1. The
apparatus consisted of a beam definition module and an effective charge
identification module. Each module was composed of lithium-drifted
silicon detectors. The detectors were 3 mm thick and had 1500 mm?
active area (44 mm diameter). The beam definition module contained two
detectors and the effective charge moduie contained four detectors.

The targets used were typically half a mean free path in thickness.
Cross sections for a hydrogen target were obtained by a subtraction of
C from CH, targets. The targets used and their thicknesses are given in
Table I.

A beam of approximately 103 particles/sec was focused on the appar-
atus. The beam spot was limited on the beam definition module by an
active collimator. The collimator consisted of a plastic scintillator
with a 1 cm diameter hole centered on the beam definition module. The
scintillator operated as an anticnincidence tag. - The lower thresh-
old of the scintillator discriminator was set just below the signal from
the beam. This setting prevented backscattered particles from producing
an anticoincidence for otherwise good events.

Emulsion studies]'3 of the fragmentation of Fe have shown that at
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1.88 GeV/nucleon the projectile—liké fragments with % > 3 are limited to
a narrow cone in the forward direction with an opening angle of about 3°.
The effective charge module subtended a maximum angle from the beam axis
ranging from 7° for beam particles interacting near the front edge of the
targeﬁ to 20° for interactions near the back edge of the target. Thus, the
experiment was capable of measuring both the fragmentation cross section
for the incident beam and the production crosé sections for the high-Z
fragments of the beam.

Since many of the interactions studied here produced several
charged products, the effective charge module had several particles
passing through it simultaneously. Particles with energies of 1-2 GeV/
nucleon are mmnnum ionizing, so that the response Qf each silicon counter
to a given particle was proportional to its charge squared. Therefore

the effective charge module measures an effective charge, Z*, given by

= (3 2,512 W
1 .

where Zi is the charge of a given particle and the sum is over all
charged particles passing through the module.

If one of the particles passing through the module has a charge much
larger than the remaining particles, its charge dominates the. sum of

squares. This effect is termed the leading charge effect and allows the

association of Z* with the dominant charge.

B. Electronics

Each silicon detector was connected to a dual-gain charge-sensitive



preamplifier. The data presented in this paper were taken in the low

gain mode. The analog signals were sent to separate linear amplifiers

and analég—to-digital converters which relayed the digitized pulse

height information to a PDP 11/45 camputer through a CAMAC interface.

The data were étored event-by-event on magnetic tape and the final analysis
was done off-line on a CDC 7600 computer.(

A good‘event was defined by a fast coincidence (*‘26 nsec) between
the two detectors in the beam definition module. In addition, standard
pileup rejection and dead time circuitry were employed to ensure the
selection of single events. The only events analyzed were those Qhere an
acceptable beam particle was defined. Thus an absolute measure of the

dead time was not necessary.

ITI. DATA REDUCTION

This section describes the major steps involved in the extraction
of the cross sections given in Sec. IV. Because several of the techniques
are new, the presentation is lengthy and detailed. Those more inter-—

ested in the final results may want to proceed to Sec. IV.

A. Charge Identification

The calibration of the charge response of each counter (two beam

' defining and four fragment measuring) was accomplished by using the AE
signals from uninteracted iron projectiles paésing through the counters.
The charge response was substantially higher when a target was in place
than when no target was used. This effect is attributed to delta ray

production in the target adding to the AE signal observed. The effect

-
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waé largest for the lighter*térgets4and was.of the order of a 5% incréaée
in pulse height. The response of eaéh éounter to uninteracted iron
projectiles was normalized to the projectile charge fo: each target.
Charge definition in both the beam defining and fragment measuring
modules was accomplished by a multiple AE measurement. An average effec-

tive charge, Z, was defined by

(2)

H
[
=

where Zi and o, are the measured charge and charge resolution of the ith

counter, respectively, and D is the number of counters used. In addition,

the consistency of the charge identification, x?, was expressed as

D (z 'z‘) 2 :
2= I e (3)
i= i

Beam particle définitioh was accomplished with two detectors by re-
quiring both that the average charge be within 0.45 charge units of the
projectile and that x?be less than 20. This definition eliminated 5% of
the events. The charge resolutions of the two beam defining counters were
0.12 and 0.17 charge gp}ts respectively. A comparison of target-out to
taxrget-in results shéwéa fhat backward scattered particles fram the target

did not afféect the beam definition.



B. Zero Detector Thickness Extrapolation

In order to account for reaction losses in the four fragment
measuring counters, a charge identification and consistency check was
done separately for the first two counters as a unit, the first three
counters as a unit, and all four counters as a unit. Thus for each
event satisfying the beam particle definition requirements, an average
charge and a x? was assigned for 2, 3, and 4 consecutive detector
identifications. A typical charge spectrum for four consecutive detector
identifications using a carbon target is shown in Fig. 2. The peaks
corresponding to leading charges down to 13 are clearly separable.
These peaks were integrated to produce the number of events within a
certain effective charge range that had a good ¥® after passing through
2, 3 or 4 consecutive deteétors. The results were thenvcorrected for
target-out background. |

The x? cuts were chosen to eliminate background. Since the number
of degrees of freedom varies with the number of consecutive detectors
used, the y? cuts were chosen to eliminate a constant percentage of the
data. The ¥? cuts used were 6.63, 9.21, and 11.34 for 2, 3, and 4
consecutive detectors, respectively. These values correspond to the

99% value of a ¥* distribution for 1, 2, and 3 degrees of freedom .

The requirement that an event with a given effective charge meet
the x? criteria for 2, 3, and 4 consecutive detectors led to an observ-
able attepuation in the number of particles versus the number of
consecutive detectors. In order to obtain the actual number of particles

within a given effective charge range that exited the target ( and



entered the detector stack), it was necessary to extrapolate to zero-
detector thickness. Two slightly different algorithms were used for
this extrapolation but both used the assumption that the attenuation

was given by the expression

n. =n, e | (4)

where ny is the number of particles that have traversed D, =Ei+1)
consecutive detectors, Ny is the number that originally entered the
detector stack, and o, is the attenuation constant per detector. Note
also that if the decrease in the number of particles is an irreversible
loss process, the attenuation should have the property that the decreases
have a Poisson distribution. Hence in the first algorithm it was assumed
that the independent experimental differences (ni - ni+l) have the
expectation value and variance of ni(l - e_o*). A minimization of the

statistic

(n, - n,e %% Ox)?
x?(o,) = —2 1 +

n (1-e%%) n_(1-e %)
1 2

n-n e
n3 nZ

(5)

yielded o, and its associated error. This best fit value for o, was then

used to determine no-and< Gnoz) via the equations

=1
"o T3

2,172 1 2.1
( Gno ) / =-§( 80, ) /2 ;niDi e *t (6)
1



The second algorithm was less stringent and was used if any of the
differences (n:.L -y +l) were negative. In this algorithm it was assumed
that the three experimental points were independent measurements with
standard statistical errors. Thus, the parameters Oy and Ny and their
associated errors were determined from the simultaneous minimization of

the statistic

i= Gn 2 T ' (7

- with &n, % =n,.
The values for o, ranged from' = 0.07 for Z-= 26 to = 0.15 for Z = 13.
The extrapolated values were approximately 15 - 35% greater than the
number of good events in two consecutive detectors.
The two final steps in the extrépolation were the incorporation of
counting statistics into the error on s and the extraction of the

calibration constant k. The calibration constant corrects for the elim-

ination of gbod events and was obtained from the equation

k= Noean?' ("o) 2p, 10 (8)
where N] is the number of beam particles in a run with target-out (TO)
(as determined by the beam-definition module) and (no)ZD O is the zero

detector thickness extrapolated (ZD) number of beam particles for the

same TO configuration. For this experiment, k had the value 1.05. With



this value for k, the final values for o and ((Snoz);i are given.by the
equations |

Ny =k (n)yp . (9a)
and

Cong® M2 =i (Con 2y *‘”o’zn)l/z G
Note that it is the second term of equation (9b) that incorporates
counting statistics into the extrapolation procedure.

Recall that the X? cuts for charge identification were chosen to
eliminate, in principle, only 1% of the valid events. The empirically
based calibration constant, k, has the value 1.05. We attribute the
difference between k and 1.01 to non-Gaussian tails in the ‘'resclution

function for effective charge.

C. Thick Target Correction

As noted earlier, the térget thicknesses were chosen such that
approximately half of the particles entered the detector modules with a
charge different fiom the beam's. That is, if p(n) (En ne” /n') is the
probability for n charge-changing interactions while traversing such a
target, then p(o) ¥ 1/2, or equivalently, n # In2. This value for n
means that approximately 15% of the fragmehts come from 2 or more inter-
actions in the target. The correction for this thick target effect and
the proper assignment of the errors introduced are discussed in the
following section.

The formalism adopted for the removal offthe effects of multiple

interactions ‘involves many of the concepts used in slab model calculations
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for cosmic ray propagation.l,‘l’15

However, 'in the cosmic'ray calcﬁlations
it is assumed that the cross sections are known and the total amount of
target material is the unknown. In this experiment, the target material

is measured while it is the cross sections that are unknown. This
difference introduces some complexity into the analysis but doesn't

change the formal description. Let Ni(x) represent the number of particles
of type i that have traversed x gm/cm2 of target material, then, subject |
to the approximations given below, the equation for the change in Ni(x)

as a function of x is just

“ﬁ
O. g..
N SN By (10)
1 3 mI‘ ] ’

g, &
2l

where o is the mass—changing cross section for the i-th type, Oij is the
total production cross section for the i-th type from the interactions
of the j-th type, and m, is the mass of the target material. Equation
(10) is a continuity equation for the propagation through a uniform slab
of material under the following assumptions:

1) The interactions that produce the fragments of interest ére
velocity preserving, i.e. the velocity shifts observed by Greiner et g},z
are negligible.

2) The traversal time between target and detectors for unstable
particles is much smaller than the mean decay time, which is true for all
particle-stable nuclei.

3) There are no los§es due to scattering outside of the solid

angle subtended by the detectors.
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4) The cross sections are independent of energy as observed by

Lindstrom et al 3 or, equivalently, that the cross sections are energy-

averaged.

Equation (10) can be viewed as an ordinary differential equation

for the colum vector

especially if one introduces the matrix M whose entries are defined by

the equation

-Oi/m:[" if i = Js

ij Gij/mr' if i #3j and j produces i, - (11)

lO, otherwise

With vthese definitions, equation (10) becomes

=m_

8l &

(12)

Under assumption (4), M is independent of x, so that the solution to
equation (12) has the form

N=exp (Mx) N (13)



-12-

where No is the initial colum vector and the matrix exp (Mx) is defined
via the standard exponential power series. Note that, by ordering the
species by increasing mass number, equation (11) shows that M becomes
upper triangular with loss terms on the diagonal and production terms

above. This ordering also means that the colum vector No has the entries

0, if 1 #n

(N,) for i =n, 4 (ll4)

o'i T |InN

where Ny is the number of beam particles and n is the number of rows and
colums of M.

Equation (13) is central to both the extraction of the cross sections
and the assignment of errors. Note that in this experiment the measured
quantities are Ny, X, and the sum of all Ni's that have the same charge,
i.e. the various }qo's of equation (9), while the unknown cross sections
are contained in the argument of the exponential. Moreover, the matrix
M contains more entries for two different reasons. First, it contains
the cross sections for bbth the beam and its fragments. Secondly, it
contains the cross sections for the production and destruction of isotopes,
not elements. The procedure adopted to cope with the first problem was
" to treat as known all cross sections that do not directly involve the
fragmentation of the primary beam; or, equivalently, to treat as unknown
only the cross sections that would be measured with a thin target. The

second problem was handled by collapsing the matrix of isotopes into a

matrix of elements. Details of this procedure are given below.
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The generation of the "known" cross sections was greatly aided by
the existence of semiempirical formulae for interactions with hydrégen
and the fact that the production cross sections for nuclear interéctions
with heavier targéts are proportional to those of hydrogen.3 However,
for the higher Z targets and for single nucleon removal, the process of
relativistic coulomb dissociation also éontributes to the rate of
fragmentation.9 Thus, it was assuméd that the known cross sections for

a target T, GijT’ had the form

+ 0,. (15)

where YT1 denotes the proportionality constant, oin'denotes the semi-

12 and OijCoul denotes the

empirical cross section for a hydrogen target,
contribution from coulomb dissociation. Input assumptions for YT/ were
iterated until the input and output values were identical. Note that
YT/ is defined to be YT/YH’ where Yop is the target factor and Yy is the
hydrogen target factor (targetvfactors are defined in Sec. IV). The

Coul involved both an estimate of the total

procedure used to obtain Oij
photoabsorption cross section via the Weizsicker-Williams method and a
self-consistent determination of the mean branching ratio for proton
emission. See Appendix A for details.

| The generation of the "known" mass-changing cross sections were also

aided by systematics. 1In this_case, our experimental charge-changing

. . . 16
cross sections were parameterized using the Bradt-Peters form

2

2, 1/3 1/3 _
o = mr, (AT + AT b) (16)
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using an effective A of 0.089 for the hydrogen target. To build equation
(16) into a mass-changing cross section requires the addition of the
cross section for neutron loss by either fragmentation or coulomb
dissociation. That is, the i-th mass—changing_cross section was assumed‘

to have the form

_ Trroz (Arl/B Ai1/3 ~ 2
(17)
+ 'Y z + g, / Coul ’
<1

where the second term is the contribution from fragmentation (£ denotes
other isotopes having the same Z as i) and the third term is the coulomb
contribution (i’ denotes an isotope with oné less neutron than i) .

In principle, the collapse of the matrix to elements should be
performed after the exponentiation of equation (13). In practice, an
approximation was introduced so that a collapse could take place prior to
the exponentiation. This earlier collapse significantly reduced |
computing costs but retained much of the effect of the thick target. The
actual prescription for the collapse was to assume that within a given
element the fractional abundance of one of its isotopes could be approx-

imated by the expression

o.
Wj"= j,Fe56
z
Gj Fe56

(18)

where the sum in the denominator of equation (18) runs only over the
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isotopes of the given element and where oj Fe56 denotes the evaluation
of equation (15) for the direct production of the j-th isotope from °°Fe.
In th:Ls way the production cross section for the I-th element from the

J-th element, or equivalently, the collapsed matrix MIJ’ becomes

MiJ = ; szij Wj | (19)
where the double sums range only over the isotopes belonging to I and J.
Note that the terms that contribute to MI 5 are not all of the same sign.
This partial cancellation is the algebraic equivalent of converting a
mass—-changing cross section into a charge-changing cross section. Note
also that in order to separate the behavior of the primary beam from its
fragments, separate "element" groups were created for the *¢Fe beam and
the set of all lighter isotopes of iron (denoted Fey) . In this way,
equation (19) Was uséd to create a 15x15 matrix for the 13 elements from .
Al to Mn, the Fey group, and the primary beam. Lastly, note that the
error made by collapsing before exponentiation was studied by comparing
the production cross sections obtained from the two procedures. This
study showed the cross sections differed by approximately one per cent.
By expanding each procedure in powers of the target thickness ,. one can
show the difference is small because the approximation properly treats:
the lowest order term of the tertiary contributions.

In accordance with the conventions established for Mij , the last
colum of M;s contains the cross sections that directly involve the
primary beam, i.e.lMIn‘ contains the parameters that ére varied to yield

a solution to equation (13). Recall that the zero-detector extrapolation
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procedure gave values for the total number of particles exiting t_heb
target with a given charge. Thus equation (13) represents 14 separate
equations. The 14 free parameters (fl,...,fn_l) were chosen to.be dimen-—
sionless scale factors to the 13 elemental production cross sections that
directly involve the beam plus a scale factor to the mass-changing cross
section for the primary beam. More explicitly, let~M&J(fl,...,fn_l) be

the matrix defined by

: 56
M s , 1f J ¢ °°Fe

My o iE T Sépe, I +>Fe=#
Mo (), E ) = ke . (20)
MIJ , if J Fe, 1 FQ¢

£ if J ¢ S%Fe

J-1"557

Then the 14 f's are uniquely determined by the transcendental equations

. ) / ' i ]
N; = [eXp_(M x)]InNB , ifI=1,...,n2 (21a)
_ n
= / ] : 1
LY zi [exp(M X)) 1 Ngs otherwise. (21b)
I=n-1

Beginning with equation (2lb), which yields fn-l’ the equations were

. solved by a regula falsi method which took advantage of the fact that
the I~th equation only involved fI and the previously determined

fI+1”°"fn—l for heavier fragments. The oZ) are then found by scaling

the entries of the last colum of M by the appropriate fI. By scaling

the last entry of the last column the © are obtained while the

AN Z>1
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are found by combining the o with the next-to-last entry.

Nz =1 AR > 1
Although not immediately obvious from this formulation, it can be shown
that the,OAZ > 1 are sensitive only to the ratio of incoming to oﬁtgoing
iron particles.

The self-consistency of the thick target correction was established
in two stages. First, for each.target the measured charge-changing cross
section was used to calculate the mean number of inﬁeractions. Secondly,
ortificial cross sections were obtained oy assuming all of the observed
fragﬁehts were pure secondaries of the primary beam. The resulting dif-
ferences from the actual results were then shown to be completely consis-

tent with the fraction of fragments expected to arise from more than one

interaction.

The associated errors on the cross secions were derived from tﬁe
rather involved matrix manipulations discussed in Appendix B. The
errors represent the full propagation of the effects of 30% errors in
the input production cross sections for a hydrogen target,l2 7% errors
in the input charge-changing cross sections, and 30% errors in the input
Coulomb dissociation cross sections, as well as the‘errors from the extra-
polation to zero detector thickness. Note that the assigned error on the
charge—changing cross sections was obtained fram the observed deviations
from the parameterization of equation (16). The assigned error on the

Coulamb dissociation cross section was estimated from its sensitivity

to various input assumptions (see Appendix A),
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IV. RESULTS AND SYSTEMATICS

A. Elemental Production Cross Sections :

The elemental production cross sections, c¢(Z), for_ elements with
7z = 13 to 25 produced from a relativistic 5°Fe béam are given in Table
IT and Fig. 3 for 10 different targets. The H.targef.éfoss sections
were obtained by subtracting the cross section for a C target fram those
for a CH, target. These cross sections are averaged over the energy loss
in the thick targets. This energy loss was typically 0.15 GeV/nucleon,
but ranged up to 1.00 GeV/nucleon for the Ta target. The energy loss of
the 1.88 GeV/nucleon °®Fe beam for each target is given in Table I.
Corrections were made to the cross sections for target—out background,
zero detector thickness extrapolation, and multiple interactions in the
thick targets (see Sec. III). The stated errors inclﬁde coﬁtributions
from all of the above effects. | |

The distribution of elemental production cross sectiohs for each
target is generally nearly flat. No odd—eVen Zz effects are visible.
Exceptions to the general trend of flatness occur in the form_of“enhanceé
ment in the range Z = 13-17 and near Z = 25 for the heavier targets. The
turnup at Z = 25 represents the Coulomb-enhanced removal of one proton
from the projectile. This process depends on the charge of the target
mucleus. The enhancement in the Z = 13-17 region can be attributed to
" the weakening of the leading charge effect. For heavy targets, this
breakdown could be due to the production of multiple heavy fragments as
seen for Fe interactions in emulsion.13 |

In previous work3 with C and O projectiles, it was found that for

fragments with more than one nucleon removed, the production cross
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sections, OET’ could be factored into a term O which depended only
on the target, and a temnlog which depended on the fragment and the beam.
This empirical factorization was expressed as

F

OpT

_ F
= V5 vy (22)
Since the 0(z) for Z = 25 and the range Z = 13-17 are enhanced in
the case of heavy targets, these cross sections were excluded from those
used to determine the YT'and yg. Hence, the yg and Yoo factors were
obtained by minimizing the equation
2 _ ‘ F Fy2, o F 2 '

ed

T,F

where T ranéed bver all targets but F was restricted to the range ZF = 18-
24. Note that the form of equation (22) allows for an arbitréry norma-
lizatioh of one of the factors. In accordance with convention,3’l7 this.'
freedom is removed bf assuming that Yop for the carbon target is 1.92.
The resulting targét factors and their associated errors are given in
Table ITII and Fig. 4.

The target factors can be fit by both a power law in the target mass
number AT and by a linear relationéhip to (AT1/3 + AB1/3 - b). More

explicitly, if the target factor has the form

Yo = a A, | (24)
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then the best fit values are a = 1.272 * 0.044 and 4 = 0.177 * 0.010 with
a x* of 9.9 for 8 degrees of freedom. The straight line in Fig. 4

corresponds to this fit. Similarly, if the target factor has the form

p=c a7+ a0, (25)

then the best fif values are ¢ = 0.390 * 0.024 and b = 1.2 * 0.3 with a
x? of 5.8 for 8 degrees of freedom. The curved line in Fig. 4 corresponds
to this second parameterization.

Recall that factorization failed to hold for the production of Mn
(z = 25) fragments (see Fig. 3). This failure resulté from the excitation
and fragmentation of the projectile nucleus via its absorption of virtual
photbns from a target nucleus.9 As discussed in Section II and Appendix
A, a semiempirical model was used to compute the enhanced production of
55%n (and °°Fe) via this process. This model assumed that the total
photoabsorption cross section could be reliably estimated (to within 30%),
but that the average branching ratio for proton emission had to be
obtained from the data. Thus it was assumed that the Mn production cross

section for a target T had the form

T _ Mn Coul
o (Mn) = ¥ Yo + rp Op (26)
. Coul |,
where Yp 18 the target factor from Table III, O is the calculated

photoabsorption cross section for producing °°Mn, and where the two
parameters are YMn (the Mn fragment factor) and rp (the mean branching
ratio for protons). Values and error estimates for these parameters

were obtained by minimizing the quantity



~21-

T _ T 2 C
X2 _ [Oobs (Mn) 0" (Mn) ] ’ L (27)

T [(aogbs (Mn)) 2 + Sov (Mn) 2]

T . . T
where oobs(Mn) is the observed cross section, Goobs(Mn) is its

- associated error, and doT(Mn) is given by the expression

‘ GOT' (Mn)z — (YMn)ZCSYTZ +r 2 (GO_COul)z . (28)
P T , .
Note that 6o$oul was taken to be a constant 30% of Ogoul. "Also, note that

equation (28) appears in the denominator of equation (27) because varia-
tions in equation (26) are comparable to the experimental uncertainties.
The eleven independent‘targets of Table I were used in the minimi-
zation of equatibn (27) . The resulting best fit values were rp = 0.28 +
0.06 and Y™ = 85.0 * 4.9 with a x* of 13 for nine degrees of freedom.
The value for rp is consistent with an estimate of Weinstock and Halpern18
and with experimental values for nearby nuclei. The comparison of model
and experiment is shown in Fig. 5. Note particularly that for the
heaviest targets the enhancement represents a doubling of the cross

section expected from the fragmentation systematics.

B. Charge-Changing and Mass~Changing Cross Sections

The charge-changing cross section, Opz = 17 is defined to be the
cross section for the removal of at least one charge from the projectile.
The measured charge-changing cross sections for a relativistic °®Fe beam

on 10 different targets are given in Table IV and Fig. 6. The charge-
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changing cross sections contain the same energy averéging and experimental
corrections as the elemental production cross sections. The errors
given contain contributions from these effects.

| Another quantity related to Opg =1 is the mass-changing cross
section, Opp > 17 which is defined as the cross section for removing at

least one nucleon. This cross section can be found from o by

AZ =1
adding in the contribution from neutron loss that cQuld not be measured
in this experiment (see Sec. III). These values are also presented in
Table IV and Fig. 6. The stated errors include errors in the added
neutron loss contribution as well as those from the charge-changing cross
sections.

The Bradt-Peters form of equation (16) was used to fit both the
measured charge-changing and the derived mass-changing cross sections.

For o and for all targets other than hydrogen, the best fit para-

AZ =21
meters were r, = 1.35 * 0.02 fm and b = 0.83 * 0.12 with a x? of 20 for

7 degrees of freedam. Similarly, for Opp > 17 the best fit parameters
were r_ = 1.47 * 0.04 fm and b = 1.12 % 0.16 with a x? of 16. These fits

are shown in Fig. 6.

V. COMPARISONS

The measured elemental production cross sections for the fragmentation
" of 1.88 GeV/nucleon %re on a H target can be compared to the semi-
empirical model of Silberberg and Tsao.12 This phenamenological
model has been fit to a large range of high energy proton-nucleus
results. As shown in Fig. 7, one finds the ratio of measured to

calculated cross sections is generally greater than unity. The weighted
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average of these ratios is 1.12 with a standard deviation of 0.27 for

Z =.18 to 25. Thus, the semiempiricél model is statistically consiétent
with the present experiment. Silberberg and Tsao have also made a |
preliminary attempt to parameterize production cross sections from
nucleus-nucleus collisions.20 However, as can be seen most clearly

by comparing their form for-the enhancement of oné—nﬁcleon removal

with that seen in this experiment;vfurther imprqvement is needed to achieve
reasonable agreement‘with experimeﬁﬁ.

A compafison can also be made With specific proton-nucleus
experiments. Regnier21 has used the techniqﬁe of mass spectrometry to
study the reaction of 1.05 and 24 GeV protons incidént on a natural Fe
target. Cumulative cross sections were measured for *°Ar and *°Ar and'
proauéﬁion cross sections for °Ar and *’Ar were measufed. Anbther‘

vproton—induced_experiment was performed using mass spectrometry plus

Y-ray spectrometry.on an ultrapure natural Fe target at 0.6 and‘21 GeV

by Perron.22 USing the semiempirical model of Silberberg ahd Tsaolz‘

to obtain the relative yields of isotopes within a given element,
measurements équivalgnt tovthat of Regnier and Perron were generated.
Thesé:comparisons are given in Tables VI and VII. Note thét only if

a cumulative cross section was both independent of the yield of the
lighter isotopes of Fe and independent of significant contributions fﬁom
the proton's interactions with other isotopes in the target was it used:(
In general, the presen£ results fall between the lower and higherv |
energy méaéurements of Regnier and Perron. l

Measured charée—changing and mass-changing créés séctioné for‘a

hydrogen target can be campared to the results of Renberg 92.21:23
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for proton-nucleus total ineiastic cross sections. The proton induced
inelastic cross section on an Fe target was measured at 230-550 MeV
and at 2800 MeV. These cross sections show iitﬁle energy dependence.
Therefore, one can compare the present results at 1.88 GeV/nucleon.
The Opg > 1 and Opp > 1 are both within errors of agreeing with the
average proton total inelastic cross section of 696 * 7'mb. This
agreement indicates that the total inelastic cross ééction is nearly
equal to the fragmentation cross section for a H target. However,

no such claim is being made for other targets.

VI. CONCLUSIONS

Many of the systematics observed in the previéus C and O projectile
work are confirmed in the present Fe fragmentation. The elemental
production cross sections factor into a target term and a beam~fragment
term. These target factors can be parameterized by a power law in the
target mass number, AT, or a linear relationship in AT1/3 + AB1/3, |
where AB is the beam mass number. The derived power law exponent of
0.177 * 0.010 is lower than the 0.25 value found to be consistent with
the C and O target factors. The measured charge-changing and extracted
mass-changing crbss sections follow a geometric behavior similar to the
previous results.

Whereas the hydrogen target factor follows the systematics of the
other targets, the charge-changing and mass-changing éross sections for
the hydrogen target do not. In Fig. 6 one can see that the hydrogen
target cross sections fall significantly below the straight line. In

order to bring the hydrogen target results into agreement with the
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systematics, an effective AT of 0.089 rather than 1.0 can be used.

The observed enhancement of one proton removal from the °°®Fe
projectile for the heaviest targets is explained in terms of the
projectile béing exéited by the absbrpﬁibn of é virtuai éhoton fram
the target nucleus as was observed in the C and O fragmentation. Within
the assumptions of the model used to predict the enhancement, the mean
branching ratio for protbn emission was aetermined to be 0.28 * 0.06.

The present experiment is consistent with previous.proton—nucleué
results. The measured elemental production cross sections for the
hydrogen target are higﬁer than the predictions of the semiempirical
model of Silberberg and Tsao by a factor of 1.12, but are still in

statistical agreement.
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APPENDIX A

This appendix describes the means adopted to estimate the cross
sections for the Coulomb dissociation of both the primary beam and its
fragments.

Essentially, the procedure is to follow the approach of Heckman and
Linds’trom,9 who showed that by using the Weizsacker-Williams method of

virtual quanta, the cross section can be written in the form

Ty = ([oo\)(w)N(w)dw (Al)

where o v(w) is the photonuclear cross section at photon energy w
(h =c = 1) N(w is the mmber of virtual photons per unit energy,and Wy
is the threshold for the photo process. Following the treatment of

J ackson2 4

N(w) = (292/mw8?) ScKo(x)KI (x)

- (B*x%/2) (K12 (x) Ko (x)) (A2)

where x = wbmin/yB, bmj_n is the minimum impact parameter, g is the charge

on the partiéle "providing" the virtual photons, and the K's are modified

Bessel functions. Heckman and Lindstrom wrote bmin in terms of the 10%

B,T

charge density radius points of the beam and target (r0 1)

They

showed that if the form

+r -d (A3)

min 0.1 0.1
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were used with ex;ﬁerimental data for o\)(w) and equatiqn (A2) for N(w) ,A
then d had a value consistent witﬁ 0. Therefore, for this work,
equation (A3) was used forv bmin with the further assumption that d was
negligibly small.

Heckman and Lindstrom were able to use published photonuclear data
for '2C and '°0. 1In general, some phenomenological estimate is required.
This estimate is aided by the fact that 6\) is dominated by absorﬁ)tion at
the giant dipole resonance. For intermediate and heavy nuclei a droplet
model for the giant dipolé resohance25 has been successful in‘ reproducing

the A dependence and energies of the resonance. This model predicts

~GD

that the resonance fréquency, WeapR is gi\}en by the éxpression (eq. (4.12)

of ref. 25 with m -+ m*)

GDR 8J T+etu

\

mR'2 / :
(weo ) 2 =_09_ (l+u— l+z-:+3u»> (a4)

where € = 0.0768, u = (33/0)A Y3, 0 = 17 Mev, J = 36.8 Mev, R, = rOAl/3,

r, = 1.18 fm, m* = 0.7 mu, and m, = mass of nucleon. The model has le_ss
success in quantitatively predicting the widths of the resonances so that
"yreasonable" values of (5 £ 2) MeV had to be used.26

Taking maximum advantage of the relevant sum rules and assuming

that the fesonance has a Lorentz shape26 leads to the form

o
m

l + [ (LUT _ wGDRA)L/wdl-‘A] [4 (AS)

Ov(w) =
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with Om = oTRK/(nr/z). The Thomas-Reiche~-Kuhn cross section, o ,27
is given by the equation
OrRR = 60(NZ/A) MeV mb = . (A6)

The resonant frequency is given by equation (84) and I' = (5 * 2) MeV.
Equations (Al), (A2), and (A5) yield the total photoabsorption
cross section, i.e. a cross section independenf of the modes of de-
excitation. Also, after taking into account both the variations of the
calculation as a function of the width I' and the simplicity of the model,
each total absorption cross section was assigned an error of 30%. In
order to use the equations for proton and neutron emission (assumed to
be the only important modes), one needs a way of estimating the branching
ratios. For the incident beam, this estimate was done in a self-
consistent way using the enhanced production of Mn for heavy targets.
That is, the assumed branching ratio for the (y,p) reaction was varied
until consistent with the observed enhancement (see Sec. IV). For the
secondary beams, an ad hoc form was chosen that reproduced the slope
(near Fe) of the proton branching ratio curve of Weinstock and Halpernl8 and
that gave the value found for the primary beam. In addition, it was
assumed that fhe ratio (which is normally suppressed by the Coulomb effect)
" would not exceed the fraction of protons in the nucleus. The expression
that incorporates all of these features is

bz

r_ = min {Z/A, ae (A7)

P

with a = 1.95 and b = 0.075.
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One technical point remains. Equation (A2) depends on kinetic
enetgy while the cross sections were assumed to be eneréyvindeéeﬁdent.
Moreover, because the variable x of equation (A2) depends on YB and
because of the significant energy losses given in Table I, there can
be a 20% variation in the density of virtual photons between the front
andﬂtack of the target. To minimize thlS effect, an average production
location was used. For the targets 1nvolved in this experiment, the
average location of a prlmary s 1nteract10n was approx1mately half the
full target thlckness, while the average locatlon of a secondary s 7
interaction was approximately two-thirds. Thus, for the primary beam,
eﬁergy loss tables were used to compute the kinetic energy,/nucleon
at the half-thickness. The resulting values of B aﬁd Y were used in
equations (Al) and (A25 ahd>yielded the total eross'sections given in-
Table Al. For the secondary beams, the "recipe" was slightly more
involved because part of the energy loss takes place while a primary.
In this case the kinetic energy at the two-thirds thickness point was
computed by combining the energy loss of the primary at the half- . ..
thickness point with the additional energy loss of the,secondary while .
traversing the remaining one-sixth distance. The resulting values of

B and y were then used in equation (A2).

APPENDIX B '

This appendix describes the detailed manipulations involved in
obteining proper error assignments for the cross sections.

Recall that the cross sections arise from the (n-1) transcendental

equations given in equation (21) of the text. In order to achieve a
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greater conciseness of presentation, it is convenient to introduce the

(n=1) X n matrix D defined by the relation

1, if i

i

3

D.. = 1l, if i = n-1 and j=n (B1)

0, otherwise .

Using this definition, equation (21) can also be written as

- /
N; = |D exp M x) InNB (B2)
Also, variations in the f's can be obtained from the equation
= o/
$ N, = [D § exp (M'x) InNB . (B3)

In the scalar case §(exp m x) = xdm exp (m x), and the analog to equation

(B3) is easily manipulated. However, for matrices this is not possible

28

because 6 and M do not commute. If the perturbation is small

enough to expand in powers of M then as shown in ref. 28,

Mx, -~ % M (x=x') M %’
6<e ) ~ e Me  ax’.
: o . ' (B4)

Next, reexpress M as the sum of three matrices. That is, let



n-1
Al = 0
and
n-1
'A2 = 0
so that
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ot

Sf

St M

n-1 "nn

n~2 Mh—Z,n

M = &M+ A, + A

1

2

- (BS5)

(B6)

(B7)

where M is the matrix of the "known" cross sections and M is the L

associated error matrix. Also, using the summation convention for

indices other than n, define the (n-1) by (n-1) matrix B

expression
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/ / Al " / /
( X[M(x’x } %] g, £ T/
o Td-yse s ,n—2
! Dry f © iI’MI/n = BT
B ;= o / /. \
IT 5 [ M (x-x' 1 M/x/l ) (B8)
. g : /_
DIi j e IinMnr.a[.e -nnNde ’ if I'=n-1
o
and a column vector of length (n-1) by the equation
. -1 7 _M/(x—x/)] ] [M’x/] ol
I Ij—; 5 le ik{GWAl k¢ L® hn Mg . (B9)
Then substituting equation (B7) into (B4) and rearranging the terms
via equations (B8) and (B9) one obtains the equation
o, = B e~ |
(f)I (B )II/ éNI/ CI/ ’ (B10)

where the second term contains the effects of errors in the matrix of
"known" cross sections. Returning to dimensional units neans the
variations in the I-th of the (n~1l) deduced cross sections (in cm?/qg)

are given by

[ g e A 1L
07} (B11)
I _ .

aMn-—l,n + (an—ann + fn~1 &4 Af I=n-1

Next, invoke the simplifying assumption of uncorrelated errors in 6N and



~-33-

M. Then, by using equations (B10) and (Bll), the diagonal terms of the

error matrix with I = 1,...,n-2 have the form

2y__ [ (p~ 1y 2 2 2 2
Cso = [ )IKMIn] oy D)+ £ (o)
+ (B BT s (MIn)2<C=<CK’> (B12)

=26 M fy (O M) -

Similarly, the final term has the form

2 2 2 2 2
1 (6Nn_l > + £.1 <6Mhn )+ (GMn—l,n)

2 — —1
<6%rl> —[3

n-l,n—ann

+ (B )nml,n—l(B )n—l,n—l(Mnn) <Cn—lcn—l>

(B13)

£ (C_ SM ).

-2 n-1 ™n-1I nn

n-1,n-1"nn

M )

(c n-1,n

- ;1
2(B )n»l,n—thn n-1

when full advantage is taken of the upper triangdlar nature of M and B.

Next, define a three-dimensional array Clx1 (related to CI) by the

equation

- 2 M (=% : ™ ¥ o
C];kl'=DIi f[e '(XX»)]ik[e len Nde’f .

e}

and a two-dimensional array le_by the equaticn
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Substituting these definitions into equation (Bl2) gives

2 — -1 2 2 2 2
(GGI ) = [MIn(B )IK] <6NK Y + fI (SMIn )
)T ETY e Cn® ) g 1 (M +AD T (B14)

- 28 M (B ) [ Gpep € (M H+AY) M )

Substituting into equation (B13) gives

{So

2y . -1 2
1) =M (B Inei,n-1] T (O * + £ KM )

+ ¢ 2 ~1 2/ sy
Moet,ne1’ M B0 1Cn, 1 U A0 2D

nn

-2 f
n~1 "nn n—l,n—lGn—l,n

(&M 2)

-2M (B} Ln
n-— ’ .

nn n—l,n—lGn-l,n-l

The errors given in the text were obtained from equations (Bl4)

and (Bl1l5). Note that these equations express the error in the ¢'s in

terms of the errors in N (i.e. from counting and extrapolation) and in

terms of the errors in the "known" cross sections (assumed to be 30%
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for the off-diagonal terms and 7% for the diagonal terms).

Several technical points are in.order. First, it was found that
Simpson;s rule for a nine—éoint grid was sufficient to calculate tﬁe
integrals of the exponentiated matrices. Also, the necessary terms
were calculated recursively from the first grid point. Lastly, in all
cases requiring the determination of exp(Rx) for either a "larée" R or

x, use was made of the identity
exp(Rx) = [exp(Rx/n)]". (B16)
That is, if Rx were too big to permit rapid convergence of the power

series, then a value of n was found so that exp (Rx/n) did rapidly

converge. Equation (Bl6) was then used to recover exp (Rx).
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TABLE I. Target thickness and energy loss in each target.

: Thickness | Enerqgy loss
Target : (g/cm?) (GeV/nucleon)
CH, . 4.65, 6.98 0.12, 0.18
Li . 5.42 ; | | - .0.10

| Be | 7.15 0.14
C 6.63 0.14
S 12.1 0.24
Cu 33.9 0.60
Ag 43.8 0.72
Ta 68.5 : 1.00
Pb | 43.2 0.60
U _ 48.5 0.65




production cross sections for 1.88 GeV/nucleon °°Fe beams in mb.

Table II.  Elemental
TARGET H L1 BE c S cu AG TA
z
13 25+/-10 504/~ 5 50+/- 7 83+/-11 78+/-18 179+/-27 112+/-19 8i+/-14
14 +/- 9 57+/- 5 75+/- 8 57+/-10 106+/-14 72+/-11 158+/-20 115+/-290
15 22+/-10 5T+/- 6 57+/- 8 59+/-10 50+/- 8 88+/-15 é4+/-13 133+/-20
16 37+/-24 56+/- 6 £3+/- 8 E4+/-10 T4+/-12 56+/-11 96+/-13 109+/-17
17 26+/-17 38+/- 4 S4+/- 7 53+/- 7T 66+/-14 86+/-13 79+/-14 101+/-18
12 N+/- 3 55+/- 6 S4+/- T 55+/- 9 T4+/-13 95+/-15 84+/-14 100+/-138
19 3e+/- 9 S56+/- 5 6S5+/- 1 52+/- T 55+/-21 88+/-14 79+7-11 111+4/-20
29 47+/-11 bu4+/~ & b8+/- 7 78+/-11 97+/-14 33+/-14 118+/-14 107+/-17
21 £2+/-11 67+/- & TT+/- 8 54+/- 9 91+/-13 100+/~15 104+/-13 129+/-18
22 A2+/-13 754/~ & 83+/- 3 a7+/-11 64+/-10 101+/-14 124+/-16 152+/-19
27 60+/-11 B8+/- 7 38+/- 9 100+/-11 86+/-12 1214/-15 117+/7-15 1504/-19
24 30+/-13 33+/- 7 1l+/- 9 124+/-13 128+/-16 149+/-16 218+/-21 206+/-22
25 127+/-24 141+/-12 156+/-21 181+/-27 250+/-22 219+/-20 280+/-23 457+/-34

[4:]

191+/7-37
119+/-22
T8+/~156
116+/-19
90+/-19
13+/-15
30+/-19

C144+7-22

111+/-17
143+/-22
142+/-29
242+/-25

503+/-u44

307+/-79
169+/-22
176+/-34
Y16+/-22

}33+/-22-

113+/-19
105+/~-15
142+/-19
153+/-21

I5+/-16
181+/-27
20R+/-22
bab+/-42

_62:_
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Table III. Target factors, YT’ and fragment factors, yg,.for a 1.88

GeV/nucleon °°Fe beam.

Target

Li

Ag
Ta

Pb

Yep

1.40
1.78
1.93
1.92
2.03
2.63
2.94
3.36
3.31

3.40

+

I+

H+

I+

+

+

+

+

+

1+

0.10
0.04
0.07
0.09
0.13
0.13
0.14
0.17
0.19

0.18

Fragment

Sc

Ti

Cr

41.0
46.2

60.7

I+

I+
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Table IV. Charge~-changing cross sections, ¢ Az > 17 and mass-changing

cross sections, 0,, -, 1, for 1.88 GeV/nucleon °°Fe.
Nz >1 1
Target _ (b) (b)

H i 0.68 £ 0.04 . 0.75  0.05
i ~ 1.34 % 0.03 1.43 + 0.04
Be 1.57 £+ 0.03  1.67 £ 0.05

C 1.56 + 0.05 : 1.66 £ 0.06

s o 2.07 * 0.08 2.22 % 0.09
cu 2.71 + 0.07 2.94 + 0.10
Ag ' 3.34 £ 0.08 3.71 £ 0.14
Ta | 4.34 £ 0.08 4.97 £ 0.20
Pb 4.33 + 0.15 5.10 £ 0.27

U | 5.02 *

0.11 5.92 £ 0.29
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Table V. Comparison of measured vs. calculated elemental production
cross sections, 0(2Z), for 1.88 GeV/nucleon *°®Fe incident on
a H target. The calculated cross sections were obtained

_'using the semiempirical model of Ref. 12.

o(Z) measured

6 (Z) measured o(2) calculated

, (mub) , (). 0(Z) calculated
13 25 £ 10 17 1.47 £ 0.59
14 31+ 9 22 1.41 £ 0.41
15 22 * 10 22 1.00 = 0.45
16 37 + 24 29 1.28 + 0.83
17 36 £ 17 26 1.24 + 0.59
18 31+ 9 39 0.79 £ 0.23
19 36 £ 9 26 1.38'£ 0.35
20 47 + 11 35 1.34 £ 0.31
21 62 = 11 35 1.77 £ 0.31
22 82 + 13 67 1.22 + 0.19
23 60 £ 11 55 1.09 £ 0.20
24 80 * 13 920 0.89 + 0.14

25 127+ 24 | 87 1.46+ 0.28
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Comparison of the production cross sections for proton-induced

fragmentation of Fe (Ref. 21) to those obtained in this exper-

iment for Fe incident on a H target at 1.88 GeV/nucleon. The

cross section for the production of a specific isotope was

found using Ref., 12 to scale the appropriate o(Z).

Cross Sections (mb)

Fragment at 1.05 GeV “at 24 Gev

SeAr 2.49 * 0.32 1.37 + 0.18
3epr 18.2 * 1.9 9.8 * 1.3
3972 9.02 t 0.95 4.97 * 0.65
“2Ar 0.112+0.016 0.084%0.012

Equivalent
Cross Section
at 1.88 GeVv

2.11 £ 0.61

53

18.3 4.5

I+

5.7 1.7

0.071%0.021

. FJ_:action (s)

of O(Z)b

 0.068

0.0010(S),
0.044(C1),0.486(Ar),
0.042(K),8.1x10™* (Ca)
0.0097(C1),0.174 (Ax)

0.0023

%penotes an experimentally cumulative cross section which sums the yields

of both the fragment and its short-lived parent isotopes.

b

Ref. 12 has been used to obtain the isotope fractions.

In cases of cumu-

lative cross sections, fractions are given for each of the elements that

" contributes. .
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Comparison of the production cross sections for proton-induced

fragmentation of Fe (Ref. 22) to those obtained in this exper-

iment for Fe incident on a H target at 1.88 GeV/nucleon. The

cross section for the production of a specific isotope was

found using Ref. 12 to scale the appropriate o(Z).

Cross Sections (mb) Equivalent
Cross Section Fractiog(s)
Fragment at 0.6 GeV at 21 Gev at 1.88 Gev of ¢(Z)
4552 27.9 £ 1.9 18.0 £ 1.9 30.1 * 4.2 5.1x10 *(X), 0.023
‘ (Ca),0.369(Sc),
0.075(Ti)
*650 8.45* 0.27 6.0 £ 0.5 7.9 1.4 0.127
4y 12.1 £ 1.3 16.1 * 2.8 0.251(V),0.013(Cr)
v oy 38.0 * 3.0 18.6 * 3.2 28.7 t 4.6 0.419 (V) ,0.045 (Cr)
50y 18.0 + 1.1 10.0 £ 1.6 10.0 + 1.8 0.166
Sly 6.8 1.0 2.9 * 0.6 3.0 * 0.5 0.0019(Ti),0.047
(V)
S0cr 27.2 * 2.8 15.1 £ 2.4 18.1 + 2.8 - 0.214(Cr),0.0074
(Mn)
Slopd 43.8 + 1.7 25.1 + 3.2 31.8 4.4 0.328(Cr),.044 (Mn)
53¢ 11.8 + 1.8 8.5+ 1.7 6.6 £ 1.1 0.0017(v).,0.081(Cr)
- Styn 33.3 % 1.6 29.2 + 2.7 39.2 * 7.4 0.309(Mn)

%penotes an experimentally cumulative cross section which sums the yields

of both the fragment and its short-lived parent isotopes.

b,

Ref. 12 has been used to obtain the isotope fractions. In cases of cumu-

lative cross sections, fractions are given for each of the clements that

contributes .
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Table Al. The calculated total photoabsorption cross section for 1.88

GeV/nucleon °SFe -incident on various. targets.

Target Ocoul(mb) a
- o | "‘i:::‘“
i o | 2
Be 3
c 7
s 46
T 10
Ag | 306
e | 629

Pb 834
U 1008

a Parameters were I' = 5 MeV, Wy = 10 MeV.
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FIGURE CAPTIONS

Fig. 1 Schematic diagram of experimental apparatus.

Fig. 2 Effective charge spectrum for 1.88 GéV/nucleon incident on a
C target.

Fig. 3 Measured elemental production cross sections for 1.88 GeV/
nucleon ’®Fe incident on ten differeﬁt target nuclei. The
cross sections for each successive target are suppressed by a
factor of 10.

Fig. 4 Extracted target factors for fragments with Z = 18-24 from
1.88 GeV/nucleon °‘Fe incident on ten targets. The straight
line corresponds to a parameterization of the formyT = aATd.
The curved line represents a parameterization of the form-
Yp = c(ATl/3 + AB1/3 - b). See text for discussion éf para-
meterizations.

Fig. 5 Campa;ison of the Mn production cross sections for 1.88 GeV/
nucleon °®Fe incident on ten targets to the results predicted
using the fragmentation systematics. The theory shown is
calculated assuming that the removal of one proton fram the
projectile is enhanced by the Coularb field of the
target.

Fig. 6 Mass—changing and charge-changing cross sections for 1.88 GeV/
nucleon °°®Fe incident on 10 different targets. The straight
lines correspond to parameterizations of the form
o= ﬂrOZ(ATl/B + ABl/3 - b)2as discussed in the text.

Fig. 7 Ratio of the measured elemental production cross sections on a

hydrogen target to those calculated using the semiempirical



-47-

model of Silberberg and Tsao.12 The dashed line shows the

weighted average of 1.12 for fragments with Z = 18-25.
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