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ABSTRACT

Data-efficient and Robust Deep Learning from Large Vision and Language Data

by

Yu Yang

Doctor of Philosophy in Computer Science

University of California, Los Angeles, 2024

Professor Baharan Mirzasoleiman, Chair

Deep learning has revolutionized fields like computer vision, natural language processing, and

multimodal learning, but its reliance on large datasets brings challenges such as rising com-

putational costs, vulnerability to data poisoning attacks, and difficulty achieving robustness

against spurious correlations.

My research addresses these challenges through a data-centric approach, improving data

selection, curriculum design, and weighting strategies. This dissertation is organized into

three parts. First, for efficient training, CREST identifies coresets for deep vision models

with theoretical guarantees, and S2L reduces fine-tuning costs for large language models

by prioritizing subsets based on proxy model loss trajectories. Second, for robust training

against data poisoning, EPIC iteratively detects and excludes malicious examples during

training, effectively mitigating the attacks. Finally, to address spurious correlations, SPARE

mitigates these biases early in training by separating and rebalancing biased groups, PDE

progressively expands balanced subsets to guide models toward learning core features, and a

multimodal fine-tuning method enhances robustness in vision-language models like CLIP by

reducing reliance on spurious features, achieving significant gains in worst-group accuracy.

Together, my research demonstrates how focusing on the properties and selection of data

helps address core limitations in deep learning, providing scalable and effective solutions that

bridge theoretical insights with practical needs across diverse real-world applications.
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CHAPTER 1

Introduction

The rapid expansion of data availability and the increasing scale of model sizes have revo-

lutionized deep learning, driving transformative breakthroughs in computer vision, natural

language processing, and multimodal learning. While larger datasets have enabled substantial

performance gains, they also amplify key issues that must be addressed for sustainable and

reliable deep learning:

1. Escalating computational costs: Training on massive datasets imposes immense

demands on computational resources, energy, and time. As datasets and models

continue to grow, these costs are becoming increasingly unsustainable, creating barriers

to widespread adoption and environmental responsibility.

2. Susceptibility to adversarial attacks: Data-driven models are vulnerable to ma-

nipulations such as data poisoning, where attackers inject malicious examples into

the training data. These attacks exploit the model’s reliance on patterns within the

dataset, compromising performance and security.

3. Bias and spurious correlations: Real-world datasets often contain hidden biases

or irrelevant correlations. These spurious features lead models to learn shortcuts that

degrade their generalization and disproportionately harm underrepresented groups.

To address these challenges, my research adopts a data-centric approach, emphasizing how

improved data selection, curriculum design, and weighting strategies can enhance the efficiency

and robustness of training deep learning models. Large-scale datasets often contain significant

redundancy, adversarial vulnerabilities, and hidden biases, which hinder model performance
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and scalability. A data-centric perspective tackles these issues by enabling models to focus

on the most informative and representative subsets of data, thereby reducing computational

demands while preserving performance. Additionally, understanding the relationships and

dynamics within the data allows for designing defenses that address vulnerabilities such

as adversarial poisoning by identifying problematic patterns in the dataset. Furthermore,

addressing spurious correlations within training data ensures that models learn meaningful and

generalizable features, promoting fairness and improving reliability in real-world applications.

This approach raises several key research questions:

1. Efficient training requires models to focus on data that provides the most value for

learning, avoiding the need to process all available data indiscriminately. How can

we systematically identify and prioritize the most informative subsets of data to

reduce redundancy and computational costs while maintaining or enhancing model

performance?

2. While reducing redundant or low-quality data is beneficial, it cannot address the risks

posed by carefully crafted malicious examples. What makes manipulated or poisoned

data difficult to detect, and how can we better identify these examples within large

datasets?

3. Even when the data is free of manipulation, biases and spurious correlations inherent

in the dataset can lead models to learn misleading patterns that degrade fairness and

reliability. How can we detect and mitigate these spurious correlations to ensure models

focus on meaningful, generalizable features rather than irrelevant or biased ones?

My research aims to answer these questions by proposing effective data selection and

training methodologies, which not only address specific challenges in computational efficiency

and robustness but also bridge the gap between theoretical insights and practical applications.
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1.1 Research Contributions

This dissertation explores challenges in efficient, robust, and fair training of deep learning

models, proposing novel data selection and training methodologies to improve data efficiency,

robustness against data poisoning, and bias mitigation.

1. Data Efficiency

• CREST (ICML 2023): A scalable framework that identifies valuable training

examples for non-convex models by modeling loss as piece-wise quadratic and

extracting mini-batch coresets. CREST accelerates convergence and provides

theoretical guarantees.

• S2L (Small-to-Large) (ICLR 2024): A framework for efficient fine-tuning of

large language models by leveraging loss trajectories of smaller proxy models to

select informative subsets. S2L reduces computational costs while maintaining

performance across tasks like mathematical reasoning and clinical summarization.

2. Robustness Against Data Poisoning

• EPIC (ICML 2022): A defense mechanism that identifies and excludes low-

density gradient examples to neutralize data poisoning attacks. EPIC maintains

generalization performance and offers a lightweight, practical alternative to existing

defenses.

3. Bias Mitigation

• SPARE (ICML 2023): A method that leverages the simplicity bias of gradient

descent to separate and balance spurious correlations early in training. SPARE im-

proves worst-group accuracy across datasets like Waterbirds and CelebA, ensuring

fairness in model predictions.

• PDE (Progressive Data Expansion) (NeurIPS 2023): A training pipeline

that balances group sizes through staged data expansion, enabling models to
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learn progressively complex patterns. PDE achieves state-of-the-art worst-group

accuracy and reduces training times by up to 10×.

• Multimodal Spurious Mitigation (ICML 2023): A fine-tuning method

for multimodal models, such as CLIP, that employs contrastive losses to reduce

spurious correlations. This method significantly improves fairness and worst-group

accuracy on datasets like Waterbirds and ImageNet.

1.2 Real-world Impacts

The methodologies and frameworks developed in this dissertation have demonstrated tangible

real-world benefits:

• Hardware Efficiency: Near-storage data selection on SmartSSD (HotStorage 2023)

significantly reduced data movement overhead, achieving up to 5.37× speedup in

training tasks by minimizing I/O bottlenecks. CREST’s ability to identify and utilize

only the most informative training examples enabled this efficiency. By embedding data

selection directly into storage hardware, the approach demonstrated scalability for large

datasets commonly used in vision tasks, such as ImageNet. This work highlights the

potential for integrating machine learning algorithms with emerging hardware solutions

to reduce training costs and environmental impact.

• Medical Applications: Data-efficient training for clinical text summarization using

S2L improved the sustainability of training large language models on the MIMIC-III

dataset. S2L demonstrated that a carefully selected 50% subset of training data,

identified via proxy models, could match or even exceed the performance achieved

with the full dataset. This method reduces computational costs significantly while

maintaining clinical accuracy.
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Part I

Data Selection for Efficient Training
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CHAPTER 2

CREST: Data-efficient Training for Deep Vision Models

Large datasets have enabled over-parameterized neural networks to achieve unprecedented

success [53, 26, 226]. However, training such models, with millions or billions of parameters,

on large data requires expensive computational resources, which consume substantial energy,

leave a massive amount of carbon footprint, and often soon become obsolete and turn into

e-waste [12, 160, 176]. While there has been a persistent effort to improve the performance

and reliability of machine learning models [26, 207, 226], their sustainability is often neglected.

Indeed, not all examples are equally valuable or even required to guarantee a good

generalization performance. To address the sustainability and efficiency of machine learning,

one approach involves selecting the most relevant data for training. A recent line of work

[126, 89, 88, 148] showed that for strongly convex models, a weighted subset (coreset) of data

that closely matches full gradient—sum of the gradient of all the training examples—provide

convergence guarantees for (Incremental) Gradient Descent. Such coresets speed up learning

by up to 6x. Intuitively, this is possible as for popular strongly convex models|logistic, linear

regression, and regularized support vector machines|the gradient error of a coreset during the

entire training can be upper-bounded in advanced [126].

Unfortunately, we cannot simply apply the same idea to non-convex models, for three rea-

sons. First, for non-convex models, training dynamics|loss and gradient of examples|drastically

change during the training and cannot be upper-bounded beforehand. As a result, the impor-

tance of examples for learning changes throughout training, and one coreset cannot guarantee

convergence anymore. Second, non-convex models are learned with (mini-batch) stochastic

gradient methods, such as (mini-batch) SGD, which require unbiased estimates of the full

6



gradient with a bounded variance. Existing coresets that capture the gradient of the full data

cannot provide any guarantee for stochastic gradient methods, as the gradient of mini-batches

selected from the coreset may be biased and have a large variance. Finally, iteratively selecting

coresets from full data becomes very expensive for large datasets, and does not yield speedup.

In this chapter, we address the above challenges and propose Crest, a rigorous method

to find coresets for non-convex models, by making the following contributions:

Coreset selection by modeling the non-convex loss. To ensure a small gradient

error throughout training, our key idea is to divide the loss into multiple quadratic sub-regions

and find a coreset for learning every quadratic sub-region. To do so, we model the loss of

every example as a quadratic function based on its current gradient and curvature information

at model parameters wwwtl . Then, we find a coreset that captures the full gradient at wwwtl ,

and keep training on it as long as the quadratic approximated loss of the coreset (sum of

quadratic functions corresponding to its elements) closely captures the actual loss of the full

data. Otherwise, we update the coreset. In doing so, we ensure a small gradient error during

the entire training, which we leverage to guarantee convergence to a stationary point.

Coresets for (mini-batch) stochastic gradient methods. To address coreset selec-

tion for (mini-batch) stochastic gradient methods, our idea is to sample multiple subsets of

training data uniformly at random, and select a mini-batch coreset from every random sample

to closely capture its gradient. The gradients of larger random subsets are unbiased estimates

of the full gradient, but have a considerably smaller variance. Hence, the mini-batch coreset

gradients are nearly unbiased, and have a small variance. Updating the mini-batch coresets

based on above piece-wise quadratic loss approximation, ensures a small bias throughout

training. This allows providing superior convergence guarantee for training with stochastic

gradient methods. Besides, it significantly improves the computational complexity of finding

coresets and scales coreset selection to much larger datasets.

Further improving the efficiency of coreset selection. To further improve the

efficiency and scalability of coreset selection, we make the following observation. When a

group of examples are learned, their gradients become nearly zero. Hence, a few examples
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can well represent the gradient of the corresponding group and the entire group can be safely

excluded from coreset selection afterwards. Crest iteratively excludes examples that are

learned and have a very small loss during multiple consecutive training iterations, and finds

mini-batch coresets from the remaining examples. This speeds up learning, and improves the

efficiency and performance of coreset selection, in later stages of training.

Through extensive experiments, we demonstrate the effectiveness of Crest for training

various over-parameterized models on different vision and NLP benchmark datasets, including

ResNet20 on CIFAR-10 [9], ResNet18 on CIFAR-100 [9], ResNet-50 on TinyImageNet [154],

and RoBERTa [108] on SNLI [23] with 570K examples. Crest is able to achieve 1.7x to 2.5x

speedup over training on the full data, while introducing the smallest relative error compared

to the baselines. To our knowledge, this is the first time coreset selection has been applied to

such large models and datasets in vision and NLP.

Finally, we analyze the examples selected by Crest at different times during the training.

We quantify the learning difficulty of every example using the forgettability score [183], which

counts the number of times an example is misclassified after being correctly classified during

training. We find that early in training, the most effective subsets for learning deep models

are easy-to-learn examples. As training proceeds, the model learns the most from examples

with increasing levels of learning difficulty. Interestingly, the model never requires training

on easiest-to-learn examples to achieve a good generalization performance.

2.1 Related Work

Several heuristics have been recently proposed for finding coresets for training machine

learning models. A line of work first fully trains the original model [19] or a smaller proxy

[42]. Then, it selects examples with the most centrally located embeddings [19], highest

uncertainty, i.e., the entropy of predicted class probabilities [42], largest forgetting events,

i.e., the number of times an example is misclassified after being correctly classified [183], or

large expected gradient norm over multiple initializations [143]. These methods do not yield
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any speedup or theoretical guarantees.

Another line of work selects examples during training to speed up learning. Importance

sampling techniques employ the gradient norm [8, 87] or the loss [111, 159] to reduce the

variance of stochastic gradients during the training. However, importance sampling does not

provide rigorous convergence guarantees and cannot provide a notable speedup for training

deep models. [122] finds examples that are non-noisy, non-redundant, task-relevant, and

reduce the loss on a holdout set the most. This method speeds up training but requires a

validation set and does not guarantee convergence.

Most relevant to our work are recent theoretically rigorous techniques that select core-

sets by iteratively matching the (preconditioned) gradient of full training data, namely

[126, 88, 148], or validation set [89]. Such methods guarantee convergence to a near-optimal

solution, for training (strongly) convex or nearly convex models under Polyak-Lojasiewicz (PL)

condition, using Incremental Gradient (IG) methods, or Gradient Descent (GD). However,

they do not guarantee convergence for training non-convex models trained with (mini-batch)

stochastic gradient methods, and do not scale to very large datasets. Our work addresses

the above shortcomings by developing a rigorous and scalable framework to extract coresets

for data-efficient deep learning.

2.2 Problem Formulation and Background

The standard approach to training machine learning models is empirical risk minimization

(ERM). Formally, given a loss function L, we find the model parameters www that minimize

the expected loss on training examples {(xxxi, yi)}ni=1 indexed by V ={1, · · ·, n}, sampled from

distribution D:

www∗=argmin
www∈WWW

L(www) := E(xxxi,yi)∼D[L(www; (xxxi, yi))]. (2.1)

For over-parameterized models trained on large training data, GD becomes prohibitively

slow. Hence, stochastic gradient methods, such as mini-batch SGD are employed in practice.

Such methods select one or a mini-batchM of m examples sampled i.i.d. from the training
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data, and iteratively step in the negative direction of the stochastic gradient of the sampled

examples, scaled by step-size η:

wwwt+1 = wwwt − η
1

m

∑
i∈M

gt,i, (2.2)

where gt,i=∇Li(wwwt) :=∇L(wwwt; (xxxi, yi)) is the gradient of example i at iteration t. Random

examples have an unbiased gradient with a bounded variance, i.e., Ei∈V [∥gt,i−∇L(wwwt)∥2] ≤ σ2.

Hence, they guarantee convergence with an O(1/
√
t) rate to a stationary point of a non-

convex loss [61]. Importantly, random mini-batches of size m have an unbiased gradient with

a reduced variance of σ2/m. As long as mini-batches are not too large, mini-batch SGD

achieves a faster convergence rate of O(1/
√
mt) [197, 82].

Existing coreset methods, such as Craig [126], GradMatch [88], and AdaCore [148]

find weighted subsets of examples that match the full training gradient (preconditioned

on Hessian). Formally, the goal is to find the smallest subset S ⊆ V and corresponding

per-element step-sizes (weights) γj > 0 that approximate the full gradient with an error at

most ϵ > 0 for all the possible values of wwwt ∈WWW :

S∗=argmin
S⊆V,γj≥0 ∀j∈S

|S|, s.t. max
wwwt∈WWW

∥
∑
i∈V

gt,i−
∑
j∈S

γjgt,j∥≤ϵ. (2.3)

Problem (2.3) requires calculating the maximum gradient error between full and coreset

gradient for all wwwt ∈WWW , which cannot be computed. To address this, [126] showed that for

several classes of (strongly) convex problems, including regularized linear and ridge regression,

and support vector machines (SVMs), the normed gradient difference between data points

during the entire training can be efficiently upper-bounded by the difference between feature

vectors. This allows turning Problem (2.3) into the following submodular1 cover problem:

S∗=argmin |S| s.t. C −
∑
i∈V

min
j∈S
∥xxxi − xxxj∥ ≥ C − ϵ, (2.4)

1A set function F : 2V → R+ is submodular if F (S∪{e})−F (S) ≥ F (T ∪{e})−F (T ), for any S ⊆ T ⊆ V
and e ∈ V \ T . F is monotone if F (e|S) ≥ 0 for any e∈V \S and S ⊆ V .
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where C is a big constant. A near-optimal coreset of size k can be found from a ground-set

of n elements, using the greedy algorithm with complexity of O(n·k) as a pre-processing step

before training. The weights γj are calculated as the number of examples i∈V for which

j∈S minimizes ∥xxxi−xxxj∥. This approach has been adopted by [89, 148]. [88] used orthogonal

matching pursuit (OMP) to directly find a weighted coreset, by minimizing the regularized

objective in RHS of Problem (2.3). However, OMP provides weaker guarantees than greedy,

and does not always find a large enough subset. Hence, the coreset needs to be augmented

with random examples.

For neural networks, finding coresets based on their very high-dimensional gradients is

slow and does not yield high-quality coresets. Instead, one can use the gradient of the loss

w.r.t the input to the last layer that is shown to capture the variation of the gradient norm

well [87]. Such lower-dimensional gradients gL
t,i can be quickly obtained with a forward pass

and can be used instead of the full gradient to find coresets during the training [124, 148, 89].

Moreover, with a fixed training budget one can find a subset of size k by solving the following

submodular maximization problems, which is the dual of the submodular cover Problem

(2.4):

S∗
t = argmax

S⊆V
C−
∑
i∈V

min
j∈S
∥gL

t,i− gL
t,j∥, s.t. |S|≤k. (2.5)

However, it is not clear when the coresets should be updated to guarantee convergence for

training non-convex models. Besides, finding coresets from the full data does not scale to

training on large datasets. Importantly, the above method only guarantees convergence for

(Incremental) GD and cannot guarantee convergence for stochastic gradient methods used

for training neural networks, as we will discuss next.

2.3 Coresets for Training Non-convex Models

In this section, we will first discuss the challenges of extracting coresets for deep models, and

then introduce our proposed method, Crest, to overcome the above challenges and make

coreset selection applicable to neural networks.
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Figure 2.1: Training ResNet20 on CIFAR-10. (a) 10% Craig coresets selected at the
beginning of every epoch from full data may perform very poorly. This is because, (C1):
(b) Coresets may have a large error: ∥gt,S−∇L(wwwt)∥, after a few training iterations; and
(C2): Gradient of weighted mini-batches selected from the coresets may have a (c) large
bias ∥Ei[gt,Mi

]−∇L(wwwt)∥ and (d) large variance Ei[∥gt,Mi
−∇L(wwwt)∥2], where Mi ∈ S is

a mini-batch and gt,Mi
=Ej∈Mi

[γjgt,j]. In contrast, our Crest coresets are nearly unbiased,
and have a smaller variance than random mini-batches of same size.

Challenges. The non-convex loss landscape of the non-convex models makes coreset se-

lection very challenging. Fig. 2.1a shows that existing coreset selection methods such as

Craig [126] that find coresets by iteratively solving Eq. (2.5) at every epoch may perform

very poorly for training deep networks, for the following reasons:

(C1) For deep networks, the loss functions associated with different data points Li change

very rapidly [47]. Therefore, in contrast to (strongly) convex functions, for which the gradient

error of a coreset throughout training can be effectively upper-bounded in advance, e.g., using

their feature vectors, such upper bounds cannot be computed for neural networks. That is,

even within a relatively small neighborhood N around wwwt, the gradient ∇Li(wwwt) may be

drastically different than ∇Li(wwwt+δδδ) for wwwt+ δδδ∈N . Figure 2.1b shows that the gradient

error of coresets found by Craig can be very large after a few training iterations. Here, the

challenge is to compute the size of the neighborhood in which a coreset closely captures the

full gradient, and update the coreset otherwise.

(C2) Coresets found from the full training data guarantee convergence for (Incremental)

GD, but cannot provide any guarantee for stochastic gradient methods, such as (mini-batch)

SGD, that are applied to train neural networks. This is because stochastic methods require

unbiased estimates of the full gradient with a bounded variance. However, as the error

of the coresets found from the full data may increase during the training, the gradient of

12



mini-batches selected from the coresets may have a large bias. Besides, as some examples

may have a very large weight, the variance of weighted mini-batch gradients are much larger

than the variance of random (unweighted) mini-batch gradients used when training on the

full data. Figure 2.1c, 2.1d show that gradient of mini-batches selected from the coreset can

have a very large bias and variance. Here, the challenge is to find coresets that are nearly

unbiased and have a small variance.

(C3) For deep networks, the importance of examples for learning changes over time and

hence the coresets should be updated frequently. The greedy algorithm has a complexity of

O(n · k) to find k out of n examples. For large datasets, this prevents the coreset selection

methods to achieve a significant speedup. Hence, the challenge is to improve the efficiency of

coreset selection for training deep networks.

Next, we discuss how we overcome the above challenges.

2.3.1 Modeling the Non-convex Loss Function

To address the challenge (C1) of finding the size of the neighborhood in which a coreset

closely captures the full gradient, we model the non-convex loss as a piece-wise quadratic

function. In doing so, we reduce the problem of finding coresets for a non-convex objective

to finding coresets for a series of quadratic problems. Formally, at every coreset selection

step l, we find a coreset Sl that captures the full gradient at wwwtl . Then, we make a quadratic

loss approximation F l based on the gradient and curvature of the coreset at wwwtl . We keep

training on the coreset Sl within the neighborhood Nl in which the quadratic approximation

closely follows the actual training loss, i.e., we have that L(wwwtl+ δδδ)=F l(δδδ) ∀ wwwtl+ δδδ∈Nl.

Otherwise, we update the coreset and make a new quadratic approximation. This ensures a

small gradient error within Nl, and similarly through the entire training. Hence, convergence

can be guaranteed.

In this work, we extract the coresets by greedily solving the submodular Problem (2.5).

But, our piece-wise quadratic approximation can be generally applied to any coreset selection

method to check the validity of the coresets, and updating them to guarantee convergence
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for deep learning.

In the rest of this section, we first discuss how to efficiently estimate the coreset loss as a

quadratic function F l, based on its gradient and curvature at wwwtl . Then, we discuss finding

the size of the neighborhood Nl in which the quadratic function F l closely captures the loss

L of full training data.

Approximating coreset losses by quadratic functions. We model the coreset loss

within the neighborhood Nl by a quadratic approximation F l, using the 2nd-order Taylor

series of expansion of L(wwwtl) at wwwtl where the coreset is extracted:

F l(δδδ) =
1

2
δδδTHtl,Sl

δδδ + gtl,Sl
δδδ + L(wwwtl), (2.6)

where Htl,Sl
= 1

|Sl|
∑

j∈Sl
γjHtl,j and gtl,Sl

= 1
|Sl|
∑

j∈Sl
γjgtl,j are the weighted mean of the Hes-

sian and gradient of the examples in the coreset Sl. Such modeling is the main idea behind

the popular convexification technique in mathematical optimization, which powers Levenberg-

Marquardt [119] and K-FAC [120] optimization methods, among others [15, 31, 197].

To obtain an efficient estimate of the Hessian of the coreset, we use an approximate Hessian

operator instead of the full Hessian. Specifically, we employ the Hutchinson’s trace estimator

method [75] to obtain a stochastic estimate of the coreset Hessian diagonal [20, 49, 209, 219],

without having to form the Hessian matrix explicitly:

diag(Htl,Sl
) = E[zzz ⊙ (Htl,Sl

zzz)]. (2.7)

This method approximates the Hessian diagonal as the expectation of Hessian Htl,Sl
multiplied

by a random vector zzz with Rademacher distribution. The multiplication Htl,Sl
zzz can be

efficiently calculated via backprop on gradients of the coreset multiplied by zzz. i.e., Htl,Sl
zzz =

∂gT
tl,Sl

zzz/∂wwwtl .

As the local gradient and curvature information can be very noisy for neural networks

[220], to better approximate the global gradient and Hessian information, we smooth them
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out by applying exponential averaging with parameters 0 < β1, 0 < β2 < 1:

gtl,j
=

(1− β1)
∑tl

t=1 β
tl−t
1 gt,j

1− βtl
1

, (2.8)

Hj,tl =

√
(1−β2)

∑tl
t=1 β

tl−t
2 diag(Ht,j)diag(Ht,j)

1− βtl
2

. (2.9)

For very large networks, gradient and Hessian diagonal w.r.t. the input to the penultimate

layer can be used in Eq. (2.7-2.9).

Estimating the size of the quadratic neighborhoods. To check the validity of the

coreset, we iteratively compare the value of the quadratic loss F l(δδδ) with the value of the

actual training loss. For efficiency, we obtain an unbiased estimate of the actual loss on a

small random sample of training examples Vr⊆V , i.e., Lr. We update the coreset Sl and the

quadratic approximation F l(δδδ), when the quadratic coreset loss does not closely follow the

actual loss estimate Lr(δδδ +wwwtl). More precisely, every T1 iterations, we compute the ratio of

the absolute loss difference to the actual loss, i.e.,

ρtl =
|F l(δδδ)− Lr(δδδ+wwwtl)|
Lr(δδδ +wwwtl)

. (2.10)

We consider the quadratic approximation of the coreset loss to be sufficiently accurate if ρtl is

smaller than a threshold τ . If ρtl ≤ τ , we keep using the coreset for the T1 subsequent itera-

tions. Otherwise, we find a new coreset and update the quadratic approximation, accordingly.

Computing ρtl can be done quite efficiently. F l(δδδ) can be efficiently calculated based on the

gradient and Hessian of the coreset using Eq. (2.7-2.9). δδδ is the total amount of updates calcu-

lated by the optimization algorithm in T1 training iterations. Calculating Lr(δδδ+wwwtl) requires

an additional forward pass on a subset Vr of data, which we only need once every T1 iterations.

Remark. In the initial phase of training, gradients evolve very rapidly. Hence, early in

training, the quadratic approximations are accurate in a small neighborhood Nl. Therefore,
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it is crucial to update the coresets frequently to be able to closely capture the full gradient.

In contrast, in the final stage of training, the loss becomes well approximated as a convex

quadratic within a sufficiently large neighborhood of the local optimum [120]. Hence, the

same subset can be used for several training iterations. We show in our experiments that for

a fixed τ , Crest updates the coresets much less frequently as training proceeds. In practice,

T1 can grow proportional to the inverse of the norm of the Hessian diagonal, as we confirm

experimentally.

2.3.2 Coresets for (Mini-batch) Stochastic GD

Next, we address the challenge (C2) of finding coresets for (mini-batch) stochastic gradient

methods, that are used for training deep networks. To address this problem, our main idea is

to sample multiple subsets of training data {V1, · · · , VP} uniformly at random, and directly

select a smaller coreset Sp
l , p ∈ [P ] of the mini-batch size m from each random subset Vp.

Effectively, instead of selecting a subset to capture the full gradient at wwwtl , we select multiple

mini-batch coresets {S1
l , · · · , SP

l } at wwwtl , where each coreset Sp
l is of mini-batch size m, and

captures the full gradient of a random subset Vp of training data at wwwtl .

Formally, at every coreset selection iteration l, we solve P smaller submodular maximiza-

tion problems. I.e. for p∈ [P ]:

Sp
l
∗=argmax

S⊆Vp

C−
∑
i∈Vp

min
j∈S
∥gL

tl,i
−gL

tl,j
∥, s.t. |S|≤m, (2.11)

where gL
tl,i

is the gradient of the loss w.r.t. the input to the last layer of the network at wwwtl .

Then, we make a quadratic loss approximation of the form Eq. (2.6) to the union of

mini-batch coresets Sl =
⋃

p∈[P ] S
p
l . Each random subset Vp provides an unbiased estimate

of the full gradient, and since each mini-batch coreset Sp
l closely captures the gradient of

Vp, it provides a nearly unbiased estimate of the full gradient. Therefore, the union of the

mini-batch coresets Sl also captures the full gradient. However, Sl has a smaller error in

capturing the full gradient compared to each of the mini-batch coresets, as small errors of
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mini-batch coresets cancel each other out (c.f. Figure 9.1a in Appendix 9.1.2). Hence, the

union of mini-batch coresets makes a more accurate approximation to the full loss.

As long as the quadratic approximation is valid, we can train on any of the mini-batch core-

sets found at wtl . Thus, we keep selecting mini-batch coresets at random from {S1
l , · · ·, SP

l },

and training on them, as long as the quadratic approximation on the union of selected

mini-batch coresets accurately captures the full loss according to Eq. (2.10).

Notably, mini-batch coresets selected from random subsets are nearly unbiased and have

a very small variance (c.f. Figure 2.1c, 2.1d). This is because random subsets Vp of size r are

unbiased and have a r/m times smaller variance than that of random mini-batches of size

m. As long as random subsets are not too large, mini-batch coresets capture the gradient of

random subsets very closely. This ensures that the gradients of mini-batch coresets are nearly

unbiased and have a nearly r/m times smaller variance than random mini-batches of same

size (c.f. Figure 9.4 in Appendix). Note that there is a trade-off. For a fixed mini-batch size,

selecting mini-batch coresets from larger random subsets results in a smaller variance but may

introduce a larger bias. The very small bias of Crest mini-batch coresets allows guaranteed

convergence to a stationary point. At the same time, their smaller variance ensures superior

convergence rate compared to training on full data, as we will show in Theorem 2.3.1. This

cannot be achieved by coresets capturing the full gradient.

Note that selecting mini-batches from smaller random partitions speeds up the coreset

selection, by breaking one large problem into smaller ones. For example, using the greedy

algorithm to solve the submodular maximization Problem (2.5) has a complexity of O(n.k)

to select k examples from a ground-set of n examples. But, solving Eq. (2.11) to select P

mini-batches of size k/P from random subsets of size r has a total complexity of O(P×r · k
P
) =

O(r · k).

Remark. Early in training, quadratic approximations are accurate in a small neighbor-

hood Nl. Hence, a smaller number of mini-batches can be extracted simultaneously. In the

final stage of training, the loss can be well captured by a quadratic function [120]. Hence, a

larger number of mini-batches can be selected simultaneously later in training. In practice,
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Algorithm 1 CoREsets for STochastic GD (Crest)
Require: Model parameter www0, mini-batch size m, random partition size r, learning rate η,

total training iterations N , checking interval T2, multipliers b, h, thresholds α, τ .
t← 0, T1 ← 1, update ← 1
while t < N do

if update == 1 then
for p = 1 to P do

Select a random subset Vp ⊆ V s.t. |Vp| = r
Sp
l∈argmaxS⊆Vp

|S|≤m

C−
∑

i∈Vp
minj∈S∥gL

tl,i
− gL

tl,j
∥

end for
Sl =

⋃
p∈[P ] S

p
l

Calculate F l with Ht,Sl
,gt,Sl

end if
for j = 1 to T1 do
wwwt+1 ← wwwt − ηgSl,t

t← t+ 1
if t mod T2 == 0 then
V ={j∈V |Lj(wwwi)>α, ∀i ∈ [t−T2, t]}.

end if
end for
δδδ ← wwwt −wwwt−T1

Calculate ρt from Equation (2.10).
if ρt > τ then

update ← 1,
T1 ← h× ∥H0∥/∥Ht∥, P ← b× T1

else
update ← 0

end if
end while

simply increasing P proportional to the inverse of the norm of the Hessian diagonal works

well, as we confirm by our experiments.

2.3.3 Further Improving Efficiency of Coreset Selection

To address the challenge (C3) of further improving the efficiency and performance of selecting

coresets, we make the following observation. Examples are gradually learned during the

training. When an example is learned, its gradient and loss become nearly zero. Hence, such

examples do not affect training and can be dropped from the coreset selection pipeline to
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improve efficiently. However, the gradient or loss of an example at a single point during

training can be very noisy. To quickly identify such examples, we monitor the loss of examples

within non-overlapping intervals of length T2 during the training, and exclude those that

consistently have a loss smaller than a threshold α. This shrinks the size of the selection

problem over time, and allows Crest to focus more on examples that are not learned. Hence,

it further improves the efficiency and speedup of the algorithm.

To efficiently exclude the learned examples, we only rely on the loss values calculated for

random subsets used for selecting the coresets, and drop examples for which the calculated

loss values are smaller than α in an interval of length T2.

Effectively, dropping the learned examples speeds up training by increasing the learning

rate. Specifically, dropping s examples with nearly-zero gradients from a ground-set of n

examples increases the full (average) gradient by nearly n/(n− s), which has a similar effect

to that of increasing the learning rate by a factor of nearly n/(n− s).

The pseudocode of Crest is illustrated in Alg. 1.

The following Theorem shows that training with stochastic gradient descent on mini-batch

coresets found by Crest converges to a stationary point of the non-convex loss.

Theorem 2.3.1. For any δ, λ > 0, assume that the function L is L-gradient Lipschitz, and

stochastic gradients gt,i have a bounded variance, i.e., Ei∈V [∥gt,i −∇L(wwwt)∥2] ≤ σ2.

Case 1 (Crest: Nearly-unbiased). Let step size be η = min{ 1
L
, D̃

√
r

σ
√
N
}, for some

D̃>0 and N be the number of training iterations. If the gradient bias of mini-batch coresets

E[∥ξξξtl∥] ≤ ϵ∥∇L(wwwtl)∥ and τ ≤ minl(∥∇L(wwwtl + δδδl)∥ − 3ϵ∥∇L(wwwtl)∥)∥δδδl∥/2L(wwwtl + δδδl) for

0 ≤ϵ≤min{1,∥∇L(wwwtl+ δδδl)∥/3∥∇L(wwwtl)∥}, then with probability at least 1− λ, Crest will

visit a ν-stationary point at least once in the following number of iterations:

Õ
(
L(L(www0)− L∗)

ν2
(1 +

σ2

rν2
)

)
. (2.12)

Case 2 (Biased). If the bias of mini-batches E[∥ξξξt∥] ≤ ϵ, but ϵ is larger than the full
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gradient norm anytime during the training, then the number of iterations is:

Õ
(
L(L(www0)− L∗)

ν2 − ϵ
(1 +

σ2 + rϵ2

r(ν2 − ϵ)
)

)
. (2.13)

In particular, if ϵ ≥ ν2, convergence is not guaranteed.

Table 2.1: Relative error (%) of different methods over training on the full data. All the
baselines select subsets of size 10% of full data at the beginning of every epoch. On the other
hand, Crest selects mini-batches and decides when to update the mini-batches based on
its quadratic loss approximation. (*) Glister uses the validation set, and (‡) GradMatch
uses higher dimensional gradients to find coresets. SGD† shows accuracy of a standard
mini-batch SGD pipeline at 10% training.

Dataset - Model Backprop SGD† Random Craig Grad-match‡ Glister* Crest (Ours)

CIFAR-10 - ResNet-20 10% 21.3±8.0 7.2±1.4 13.0±5.1 6.0±0.1 7.0±0.1 5.5±0.2

CIFAR-100 - ResNet-18 10% 36.5±2.9 11.7±0.4 17.2±4.5 12.7±0.9 27.6±4.0 9.4±0.3

TinyImageNet - ResNet-50 10% 32.8±2.1 16.0±0.5 28.5±0.6 27.7±0.2 32.8±2.1 15.4±0.6

SNLI - RoBERTa (Finetune) 10% 1.2±0.3 1.2±0.3 - - - 0.8±0.2

The proof can be found in Appendix 9.1.1. At a high level, Theorem 2.3.1 shows that

if mini-batch coresets closely capture gradient of random subsets Vp, Crest with a small

enough τ , converges to a ν-stationary point of the non-convex loss, but r/m times faster than

mini-batch SGD with mini-batch size m on full data, as discussed next.

Case 1. As Crest mini-batch coresets capture the gradient of random subsets closely,

the bias of mini-batch coresets is a small fraction, ϵ ∈ [0, 1], of the full gradient norm at

selection time. If ϵ ≤ min{1, ∥∇L(wwwtl+δδδl)∥/3∥∇L(wwwtl)∥}, a small enough τ ensures that the

bias stays smaller than the full gradient norm within the neighborhood Nl (c.f. Figure 9.1b

in Appendix 9.1.2). Importantly, as the gradient norm shrinks close to a stationary point,

a small ϵ implies that the bias in the entire neighborhood vanishes close to convergence. This

guarantees convergence of Crest to a ν-stationary point. Notably, as long as r ≤ σ2/ν2,

training with Crest linearly speeds up training by a factor of r. In particular, compared

to SGD with mini-batch size m, Crest speeds up training by a factor of r/m.

Case 2. If the bias of the mini-batch gradients ϵ is is larger than the full gradient norm

or larger than ν, (mini-batch) SGD does not converge to a ν-stationary point. This explains
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why larger bias of mini-batches selected from coresets extracted from the full data results in

a poor performance (c.f. Figure 2.1a). Besides, the ϵ bias slows down the training by a factor

of ν2− ϵ. Note that such mini-batches also have a larger variance than mini-batch coresets

found by Crest, which should be replaced by 1/r in Eq. (2.13).

2.4 Experiments

In this section, we evaluate the performance of our coreset selection, Crest. First, we

compare Crest to the state-of-the-art coreset selection algorithms, namely Craig [126],

Glister [89], and GradMatch [88], as well as the Random baseline. Second, we evaluate

the effectiveness of our quadratic approximations in determining the time that the coresets

needs to be updated. In addition, we compare the speedup of training with Crest to other

baselines. Then, we conduct an ablation study to investigate the necessity of the quadratic vs.

linear approximation, smoothing gradient and curvature, and dropping the learned examples

from the selection pipeline. Finally, we study the learning difficulty of subsets that are

selected by Crest during the course of training.

Datasets and Models. To demonstrate the effectiveness of Crest across different

datasets and architectures, we apply Crest to several image and language benchmarks,

including training ResNet-20 on CIFAR10, ResNet-18 on CIFAR-100 [9], ResNet-50 on

TinyImageNet [154], and fine-tuning RoBERTa on Stanford Natural Language Inference

(SNLI) [23]. Table 9.1 summarizes the datasets and models.

Training Setup. For all datasets except SNLI, we consider a standard deep learning

training pipeline that runs for 200 epochs with a SGD optimizer with a momentum of 0.9, and

decays the learning rate by a factor of 0.1 after 60% and 85% of training, and use mini-batch

size 128. We warm-start the learning rate to 0.1 in the first 10% of training, which is essential

for stability of all the methods, except Crest and Random. However, for fair comparison,

we compare all the methods using learning rate warm-start. For fine-tuning RoBERTa on

SNLI we used an AdamW optimizer and a learning rate of 1e-5 for 8 epochs, with mini-batch

size 32. We ran all experiments with a single NVIDIA RTX A6000 GPU.
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Figure 2.2: Normalized run-time and test accuracy of Crest by that of full data, when
training ResNet-20 on CIFAR10, ResNet-18 on CIFAR100, ResNet-50 on TinyImagenet, and
fine-tuning RoBERTa on SNLI.

Evaluation. We evaluate all the methods under 10% budget for training. That is, for

Craig, GradMatch, and Glister, we find a new coreset of size 10% of the full data at the

beginning of every epoch. On the other hand, Random iteratively selects random mini-batches,

and Crest finds mini-batch coresets and automatically finds the time to update them. We

stop all methods after the same number of training iterations as that of 10% training on the

full data. Note that under the above ‘training setup’, the Random baseline achieves a much

higher accuracy than that of epoch 20 of a standard 200 epoch training pipeline (see SGD†

in Table 2.1). This is because the learning rate drops twice during training on Random (and

coresets) under 10% budget.

Crest Setup. In our experiments, we used b = 5, and T2 = 20 for all the datasets, and

tuned τ, α and h, as discussed in Appendix 9.1.2. Nevertheless, our method is not very sensitive

to the choice of α. We used |Vp| = |Vr| = r = 0.005× n for SNLI and 0.01× n for the rest of

the datasets, without further tuning. For RoBERTa we used last layer gradient and Hessian

diagonal, and for other networks we used full gradient and Hessian diagonal in Eq. (2.6).

2.4.1 Evaluating Accuracy and Speedup

Accuracy. Table 2.1 shows the relative error, i.e., |acccoreset−accfull|
accfull

of models trained with each

coreset selection algorithm. We see that while the baselines yield a very high relative error

in particular for larger models and more difficult tasks, e.g. CIFAR100 and TinyImageNet,

Crest can successfully outperform all the baselines and obtain up to 18.2% better relative

error compared to baseline coreset selection methods, and up to 2.3% better relative error
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compared to Random baseline. Note that as the size of the data increases, existing methods

that select coresets from the full data become prohibitively expensive. Notably, Crest is the

only coreset selection method that is applicable to SNLI with 570k examples. Other coreset

baselines that find subsets from the full data cannot scale to such a large data. Table 2.1

confirms that Crest can successfully finds mini-batch coresets with small bias and variance

and identify when they need to be updated during the training.

Speedup. Figure 2.2 compares the accuracy and wall-clock run time of Crest vs

baselines, and training on full data. We see that Crest is able to achieve up to 2.5x speeds

up over training on full data, while introducing the smallest relative error compared to the

baselines, when training ResNet-20 on CIFAR-10, ResNet-18 on CIFAR-100, ResNet-50

on TinyImageNet, and fine-tuning RoBERTa on SNLI. Table 2.2 further lists the average

wall-clock time for selecting every mini-batch coreset of size 128, calculating the quadratic

loss approximation based on Eq. (2.6), and checking the validity of the approximation on a

random subset of data according to Eq. (2.10), when selecting coresets with Crest to train

ResNet-18 on CIFAR100. Note that selecting a mini-batch from a larger random subset is

much faster than selecting a subset of size 10% from the full data, done by the baselines.

2.4.2 Ablation Study

Modeling the loss. Next, we evaluate the effectiveness of Crest in approximating the

loss as piece-wise quadratic regions and identifying the time that the coresets need to be

updated. To do so, we compare Crest with greedy mini-batch selection, which selects every

mini-batch by applying the greedy algorithm to solve Eq. (2.5) on one random subset, and

trains on it before selecting the next mini-batch. Figure 2.3 compares the relative error and

the number of times Crest updates the coresets to greedy mini-batch selection. We see

that Crest can effectively reduce the number of updates to 2% and 3% of the total update

time of greedy mini-batch selection while preserving 98% and 99% of its performance, when

training ResNet18 on CIFAR-100 and ResNet20 on CIFAR-10. For training ResNet50 on

TinyImagenet and fine-tuning RoBERTa on SNLI, Crest reduces the number of updates
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Figure 2.3: Normalized test accuracy and number of coreset updates for Crest over greedily
selecting every mini-batch from a larger random subset by solving Eq. (2.5).

Table 2.2: Average time for different components of Crest for training ResNet-18 on
CIFAR-100 with batch size 128.

Step Time (seconds)

selection (Crest) 0.006
selection (Craig) 0.089
Loss approximation 0.115
Checking threshold 0.796

to 19% and 26% respectively, while preserving 95% and 99% of the performance.

Quadratic approximation. As discussed in Sec. 2.3.1, in later stages of training, the

loss can be better approximated as a convex quadratic function within larger neighborhoods.

Figure 2.4 (left) shows that as training proceeds, Crest can successfully increase the size of

the neighborhoods in which the quadratic approximation is valid, and reduce the number of

updates over time. Moreover, Figure 2.4 (right) shows that using a first-order approximation

instead of our quadratic approximation, or not smoothing the gradient and curvature in

calculating the quadratic approximation, leads to higher number of coreset updates, and

harms the accuracy. Section 5.5.1 further compares the number of updates and the relative

error at the end of training. We see that excluding the learned examples further improves

the performance of Crest.

Section 5.5.1 and Figure 2.4 show that it is crucial when the coresets are updated.

Figure 2.4 shows that updating the coreset more frequently in the beginning is the key
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Table 2.3: Effect of Crest components (ResNet20/CIFAR10).

Algorithm Rel. Error # Updates

Crest-First 7.45 343
Crest w/o smooth 7.44 369
Crest w/o excluding 4.61 346
Crest 4.33 185
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Figure 2.4: Training ResNet-20 on CIFAR-10 with Crest under 10% training budget. (Left)
Number of coreset updates vs. training iterations. (Right) test accuracy vs. the total number
of coreset updates.

(notice that the green line is slightly higher than blue and orange in the first 1000 iterations).

This slight difference results in a much better final accuracy. However, updating the coreset

frequently later in training does not improve the accuracy (it does not hurt but does not

help). Hence, blue and orange lines achieve a lower accuracy than Crest with more updates.

Crest can accurately find when is best to update the coresets based on its quadratic loss

approximation, and achieve a better accuracy while minimizing the number of updates.

Importance of Examples during the Training. Figure 2.5 shows the average forget-

ting score for the selected examples during the training. Forgetting score counts the number of

times examples are misclassified after being correctly classified during the training, and quanti-

fies the difficulty of learning an example [183]. We see that Crest selects examples of increas-

ing difficulty during the training, and excluding the learned examples allows further focusing on

the difficult-to-learn examples. In contrast, random subsets have a constantly lower forgetting
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Figure 2.5: Average forgettability score of Crest coresets during training, when learned
examples are not discarded (Left), and are discarded (Right). Learning difficulty of examples
selected by Crest increases during the training.

score during the training. Figure 9.2b in Appendix 9.1.2 shows that while Crest trains on a

diverse set of examples, the distribution of the number of times different examples are selected

by Crest is very long-tailed. This shows not all examples contribute equally to training,

and Crest can successfully find examples that are important for learning at different times.

Limitations. In general, coreset methods are most beneficial under a limited training

budget. While Crest can still achieve a superior accuracy under a larger budget (Table 9.2

in Appendix 9.1.2), it achieves a smaller accuracy gap compared to the Random baseline.

Besides, more efficient data loading can significantly speed up coreset selection.

2.5 Conclusion

We proposed the first scalable framework with rigorous theoretical guarantees to identify

the most valuable examples for training non-convex models, particularly deep networks.

Our approach models the non-convex loss as a series of quadratic functions and extracts

a coreset for each quadratic sub-region. In addition, to ensure convergence of stochastic

gradient methods such as (mini-batch) SGD, it iteratively extracts multiple coresets from

smaller random subsets of training data, to ensure nearly-unbiased gradient estimates with

small variance. In doing so, it provides rigorous theoretical guarantee for convergence of the
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extracted coresets to stationary point of a non-convex function. With extensive experiments,

we confirmed the effectiveness of our method on various vision and NLP deep learning tasks.

27



CHAPTER 3

S2L: Data-Efficient Training for Large Language Models

In recent years, large language models (LLMs) have revolutionized artificial intelligence by

demonstrating an unprecedented ability to understand and generate human language [25].

Among all the contributing factors, the quality and selection of data is becoming increasingly

recognized for its importance in training LLMs effectively. Recent research indicates that

LLMs benefit more from training for additional epochs on carefully curated data rather than

on larger, uncurated ones during pretraining [182] and instruction fine-tuning [235], making

data selection one of the most promising means to unlock the next level of LLMs’ language

capability. However, while generalist models obtained through pre-training or instruction fine-
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Figure 3.1: Existing data selection methods depend heavily on the feature representations
from a reference model, which makes their effectiveness vulnerable to the quality of training
on the target domain [118]. For supervised fine-tuning (SFT), while pretrained models can
effectively separate topics (shown in different colors) in natural language (Figure 3.1a), they
struggle with fine-tuning data that deviates from the pretraining distribution (Figure 3.1b).
Additionally, the cost of training a reference model escalates with model size (Figure 3.1c),
making existing data selection methods for large models prohibitively expensive.

tuning excel in general language tasks, they may not deliver optimal outcomes in specialized
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domain, such as mathematics [13, 112, 223, 104, 224], code [152, 113], medicine [169, 170, 38],

or finance [205, 38]. These domains are not only critical for real-world applications but also

hold substantial economic and societal impacts.

To maximize performance in specialized domains, models fine-tuned on domain data

offer superior capabilities over generalist models [79]. Yet, maximizing the data efficiency in

supervised fine-tuning (SFT) for specialized domains remains a challenging and under-explored

problem. Firstly, heuristic approaches that are effective in the instruction fine-tuning stage,

like manual curation [235] or using advanced models such as GPT-4 for dataset evaluation

[33], are less reliable due to the need for specialized knowledge and become costly with large

volumes of uncurated fine-tuning data. Beyond these heuristic methods, other approaches

rely on generating representations for each training example using a reference model, often

utilizing metrics like perplexity [118], confidence [177, 192], or hidden states [2, 182, 216, 16]

as features. However, these techniques also fall short in SFT for specialized domains for two

reasons: (1) the significant shift between pretraining and SFT data can render these metrics

less informative (Figure 3.1b), and (2) the computation and memory demands associated with

generating representations for each training example become prohibitive, as these specialized

domains often require larger models, some with up to 540 billion parameters [39, 169], leading

to substantial scalability challenges (Figure 3.1c).

To tackle the challenges of data efficiency in SFT for specialized domains, we present

SmallToLarge (S2L), an effective and scalable data selection algorithm. S2L operates

by first gathering training loss trajectories for each training example using a small model.

These trajectories are then clustered, and similar number of examples are selected from

these clusters uniformly at random. This process is grounded in our theoretical findings that

examples within the same cluster exhibit similar gradients during training, thereby affecting

the model similarly. Consequently, subsets sampled from these clusters have a bounded

gradient error w.r.t. the full data, allowing for training a comparable model with only a

subset of data. Furthermore, we provide a convergence rate analysis for training on these

subsets, establishing a robust theoretical foundation for S2L’s effectiveness and efficiency.
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To validate S2L’s effectiveness, we applied it to the challenging tasks of SFT for (1)

mathematical problem-solving and (2) clinical text summarization. Our experiments on

MathInstruct [224] shows that S2L can significantly reduce the required training data size to

just 11% of the original dataset size while still matching the performance levels of the full

dataset, outperforming current state-of-the-art one-shot and online data selection algorithms

by an average of 4.7% across 6 in- and out-domain evaluation datasets. Remarkably, on the

MATH benchmark [68], S2L attained a 32.7% accuracy with just 50K data points, improving

the best open-sourced model under 3 billion parameters, Phi-2, by 16.6%. For clinical text

summarization tasks on the MIMIC-III [83] dataset, S2L outperforms training on the full

dataset, using only half of the data. Unlike existing methods that require training and getting

features from large models, S2L achieves superior data efficiency using a model with as few

as 70 million parameters, which is 100× smaller than the largest target model we train with

7 billion parameters.

3.1 Related Work

Foundations of Data Selection. Data selection has been well studied for small models and

classification tasks. There are one-shot algorithms that select data based on rankings of the

proposed training statistics, for example, the L2-norms of error and gradient vectors (EL2N

and GraNd) [143], confidence and its variability across epochs [177], and the number of times

each example is learned but then forgot at the subsequent training step [184]. Besides these

heuristic indicators, there are embedding-based pruning algorithms [173] and online selection

algorithms with theoretical performance guarantees for efficiency [127, 88, 89, 147, 214] and

robustness [213, 217, 52]. (author?) proposed to use the intermediate feature representation

of a small proxy model to select data for image classification. Most recently, data selection

has shown great potential in more substantial training speedup when implemented on near-

storage hardware [149], and data selection beyond supervised learning of image data, e.g., for

self-supervised learning [84] and multimodal learning [2, 116], also emerged.

Data Efficient Training of Large Language Models. For the pre-training of LLMs,
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(author?) studied data quality indicators including Perplexity, Error L2-Norm (EL2N) [143],

and memorization ranking [17], and found training on examples with middle Perplexity

rankings outperforms training on examples selected based on the other two metrics, and

sometimes even outperforms training on the entire dataset. (author?) uses pre-trained

model embeddings to select data for LLM pre-training. The proposed algorithm, D4, first

applies an embedding-based data de-duplication algorithm [2] and then discards data points

that are the closest to the K-Means cluster centroids in the embedding space [173] to

ensure diversity. On fine-tuning LLMs, existing work on data efficiency primarily focused

on manually curating high-quality instructions [235], or using strong closed-source models

(e.g., GPT-4 [3] or ChatGPT) to rate the quality of each training example [56, 101, 33].

(author?) implemented an experimental design framework to evaluate the existing data

selection methods for instruction fine-tuning of LLMs and found selecting facility locations

based on hidden representations (i.e., embeddings) is the most effective. As the only data

selection algorithm for specialized domains, SCIP [216] focuses on pruning low-quality code

data for training code LLMs. Since it relies on breaking the code syntax to understand the

characteristics of low-quality code in the embedding (i.e, hidden states) space, adapting SCIP

to domains other than Python code data is non-trivial.

Adapting Large Language Models for Specialized Domains. The rapid develop-

ment of large language models (LLMs) gives rise to new state-of-the-art models in specialized

domains. For mathematical reasoning, Galactica [180], MINERVA [98] and Llemma [13]

continue to train an LLM on large-scale math-related web data to improve a model’s general

scientific reasoning; WizardMath [112] and TinyGSM [104] fine-tune LLMs using supervised

data. Similarly for medical LLMs, (author?) continued training pre-trained LLMs on medical

text, and [169, 170] fine-tuned PaLM with instruction prompt tuning on medical domain

data.
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3.2 Problem Formulation

LLM Fine-tuning Objective. Consider a transformer-based language model, parameterized

by θ, and denoted as pθ. This model, when provided with a sequence of prompt tokens

x = (x1, . . . , xM), generates a sequence of response tokens y = (y1, . . . , yL). The conditional

probability of generating y given x is then formulated as

pθ(y|x) =
L∏
l=1

pθ(yl|y1:l−1,x). (3.1)

Note that y1:0 is an empty sequence. To adapt the pre-trained LLM for a specialized domain

of distribution D, supervised fine-tuning (SFT) is usually employed with a domain-specific

training dataset Dtrain = {(x,y)i}ni=1 ∼ D containing pairs of prompt x and annotated

response y. The fine-tuning objective is thus to minimize the following negative log likelihood

loss, expressed as:

min
θ
L(θ, Dtrain) = −

1

n

∑
(x,y)i∈Dtrain

[
log pθ(yi|xi)

]
. (3.2)

Data Selection Objective. In a general setting for data selection, we consider a target

language model pθ with parameters θ. Given a fixed data budget B, which constrains

the number of data points that can be used for training, our objective is to select a subset

S ⊆ Dtrain to train the target model, such that it obtains a superior generalization performance.

In practice, the subset S is selected based on a reference model rϕ parameterized by ϕ,

which generates representations, confidence scores, or other metrics for each data point

(x,y)i ∈ Dtrain, denoted by rϕ((x,y)i), which will be utilized by a data selection algorithm

to produce S.

In existing data selection algorithms, ϕ is commonly either weights of the pre-trained

target model or a target model that has been fully trained on the dataset Dtrain. However, as

evidenced by Figure 3.1, representations generated by the pretrained model may not always

be good enough for data selection in specialized domains, and fine-tuning the target model
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significantly increases the computational cost of data selection.

3.3 Methodology

Training a large target model to obtain feature representations for each example in Dtrain

can be computationally intensive. However, a recent finding demonstrates that the training

dynamics of most examples are consistent across differently sized models of the same family,

and this phenomena even generalizes across different model families [206]. Our proposed

method, SmallToLarge (S2L), leverages loss trajectories of training examples collected

during fine-tuning a small reference model on the full or a subset of training data.

Loss Trajectory. Let ϕ(t) be the parameters of a small LM during training on Dtrain at

times tq, q ∈ {1, ..., T}. S2L records the loss trajectory for each data point i at times tq

during training the reference model [Lproxy
i (ϕ(t1)), . . . ,Lproxy

i (ϕ(tT ))] where

Lproxy
i (ϕ(t)) = Lproxy(ϕ(t), (xi,yi)) = − log pϕ(t)(yi|xi), (3.3)

and T is the length of the loss trajectory. Note that ϕ(t) is trained for a fixed number of

iterations from ϕ(t−1).

Assume the parameter vector θ(t) represents the parameters of the target model at the time

t. Define Lproxy
i = [Lproxy

i (ϕ(t1)), . . . ,Lproxy
i (ϕ(tT ))] and Ltarget

i = [Ltarget
i (θ(t1)), . . . ,Ltarget

i (θ(tT ))]

as the training loss trajectory of the example i on the small proxy model and the large target

model, respectively. Let Hi ∈ Rd×d be the Hessian matrix for each example i and assume

that the loss function for each example during fine-tuning can be modeled by a second-order

Taylor approximation with bounded curvature (c ≤ ∥Hi∥ ≤ C), a reasonable assumption in

fine-tuning settings. The following lemma shows that examples with similar loss trajectories

on the proxy model have similar gradients throughout the training of the target model.

Theorem 3.3.1. If examples i and j have similar loss trajectories on the proxy model, i.e.,

∥Lproxy
i − Lproxy

j ∥ ≤ ϵ, and their loss trajectories on the proxy and target model is similar, i.e.,
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∥Lproxy
p − Ltarget

p ∥ ≤ δ for p ∈ {i, j}, then i and j have similar gradients throughout training

the target model:

∥∇Ltarget
i (θ)−∇Ltarget

j (θ)∥ ≤ 2ϵ′ + 2CD2

d
= ∆. (3.4)

where ϵ′ = ϵ+ 2δ and ∥θ∥ ≤ D for all t.

The proof of Theorem 3.3.1 can be found in Section 9.2.1.1. Theorem 3.3.1 shows that

examples with similar loss trajectories have similar gradients during the training, thereby

influencing the model in a similar manner.
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Data selection from Loss Trajectory Clusters. Once the loss trajectories are recorded

on the proxy model, we apply a clustering algorithm to group examples based on the similarity

of their loss trajectories. This results in a set of clusters {C1, C2, . . . , CK}, where each cluster

Ci contains examples with similar loss and gradient trajectory throughout the training:

Ci = {(x,y)j ∈ Dtrain|i = arg min
j∈[K]

d(Lj,LC̄j
)}, (3.5)

where LC̄i
is the centroid of the loss trajectories in cluster Ci, and d(·, ·) is a distance metric,

such as Euclidean distance, used for clustering. For datasets that contain different sources of

data, we cluster each source separately.
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Algorithm 2 Data Selection Based on Training Trajectories (S2L)
Require: Training dataset Dtrain with corresponding training trajectories, a fixed data

budget B, number of clusters K.
Ensure: Subset S ⊆ Dtrain, |S| ≤ B.
1: Initialize S as an empty set.
2: Train a small proxy model and cluster examples in (each data source of) Dtrain based

on their loss trajectories and sort them by size to get C = {C1, C2, . . . , CK}.
3: for each cluster Ck in C do
4: Calculate Rk, the number of examples to randomly sample from Ck, i.e.,

Rk = (B − |S|)/(K − k + 1).
5: if |Ck| ≤ Rk then
6: S ← {S

⋃
Ck}.

7: else
8: S ← {S

⋃
Sk}, where Sk ⊂ Ck is selected uniformly at random from Ck and |Sk| = Rk

9: end if
10: end for
11: Return S

As shown in Figure 3.2, clustering algorithms can effectively find groups of examples

with similar training dynamics. In Figure 3.3, we empirically show that we can identify

groups of examples with similar training dynamics on a larger model by clustering the

training trajectories of Dtrain on a smaller proxy model. With the clusters formed, the data

selection strategy selects equal number of examples at random from all clusters, as detailed

in Algorithm 2. In doing so, it effectively prioritizes selecting examples from smaller clusters.

This is particularly important for datasets containing multiple imbalanced sources. In this

setting, training and test distributions often differ, and balanced selection from clusters

ensures superior test performance on all groups in the test data.

The following theorem shows that, under the assumptions of Theorem 3.3.1, training

with Incremental Gradient (IG) methods on the subset selected by S2L converges to a close

neighborhood of the optimal solution found by training the target model on the full dataset.

IG methods such as Stochastic Gradient Descent (SGD) update parameters iteratively based

on the gradient of the loss of individual examples, multiplied by stepsize α. Formally,

θt+1 = θt − α∇Ltarget
i (θt). (3.6)
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Corollary 3.3.2. Under the assumptions of Theorem 3.3.1, applying IG with stepsize α to

subsets found by S2L, converges to the neighborhood of the optimal solution, as follows:

∥θt+1 − θ∗∥2 ≤ (1− αc)t+1∥θt − θ∗∥2 + 2ξR/c2 + αB2(rmin/k)
2g2max (3.7)

where c ≤ ∥H∥, B = k ·K is the total size of the subset, gmax is the largest gradient norm of

individual examples during training, rmin = minj |Cj|, rmax = maxj |Cj|, R = min{d0, Bgmax +

ξ/c} and d0 = ∥θ0 − θ∗∥ is the initial distance to the optimal solution θ∗, and ξ is given by:

ξ = K[rmin∆+ (rmax − rmin)gmax]. (3.8)

The proof can be found in Section 9.2.1.2.

3.4 Experiments

In this section, we present the comprehensive experiments conducted to evaluate the efficacy

of the proposed data selection method, SmallToLarge (S2L), across two challenging

domains (mathematical reasoning and clinical text summarization).

3.4.1 Baselines

We systematically compare S2L against a comprehensive set of open-sourced data selection

methods. These methods are categorized based on the type of representation they use and

selected as the most representative or best-performing methods as identified in prior work.

These include: (1) Random Sampling; selecting examples with the (2) Least Confidence

[16] or (3)Middle Perplexity [118]; (4) High Learnability, determined by the loss decrease

before and after full fine-tuning [236]; and (5) Facility Locations selection based on hidden

states [16]. Additionally, we incorporate one online selection techniques: (6) Confidence

Curriculum proposed by (author?), which selects examples with decreasing confidence

during the training. Given that the optimal reference model may vary for each one-shot
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selection method, we ensure a fair comparison by adopting the approach used in [118], which

runs each method with both the fully fine-tuned target model and an early fine-tuning

checkpoint as the reference model. We report the best results from these setups.

3.4.2 Specialized Domain 1: Mathematical Reasoning

Training Settings. We focus on fine-tuning using the MathInstruct dataset [224] with

262,040 training examples for its comprehensive coverage of diverse mathematical fields and

its capability in training models to achieve state-of-the-art performance on the standard

evaluation benchmarks. We employ the open-source model suites Pythia [18], Phi-2 [102],

Llama-2 [185] as our base models to validate our S2L algorithm and directly compare its

performance against the state-of-the-art.

Evaluation Datasets. We follow the framework established in [224] for a compre-

hensive assessment using several well-regarded datasets, including in-domain and out-of-

domain datasets. For the in-domain datasets, we consider GSM8K [41], MATH [68], and

NumGLUE [128]. For the out-of-domain datasets, we consider SVAMP [142], Mathe-

matics [46], SimulEq [94]. These datasets collectively span a diverse range of mathematical

subjects, such as algebra, probability, number theory, calculus, and geometry. Addition-

ally, some questions in these datasets require the application of commonsense, reading

comprehension, and multi-step reasoning. All questions are open-formed.

Evaluation Metric. We use the standard evaluation metric for open-formed questions,

exact match, which measures the model’s accuracy by comparing its generated answers

against the correct solutions. For an answer to be considered correct, it must match the

reference solution precisely.

More details about the settings and baseline implementations can be found in Section 9.2.2.
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Figure 3.4: Data Scaling: Accuracies (↑) on in-domain and out-of-domain datasets using
Pythia-410M. Data size refers to the total number of unique training examples used. All
experiments in this table share the same total training steps and learning rate schedule (see
Section 3.4.2). See breakdowns in Figure 9.5.

Table 3.1: Less Data, Same Compute: Zero-shot accuracies (%, ↑) when S2L and the
baselines select 50K data to train with the same number of iterations as the full-data training.
Results surpassing full training are highlighted in bold. Figure 3.4 follows the same setting
but uses the Pythia-410M model.

Target Fine-tuning In-domain Out-domain
Model Data GSM8K MATH NumGLUE SVAMP Mathematics SimulEq Avg

Phi-2 (2.7B)
(Pretrained) 53.4 16.1 34.9 67.9 31.1 27.4 38.5

Random 67.9 30.1 60.7 77.1 51.2 37.5 54.1
High Learnability 59.4 25.2 62.1 76.6 41.8 27.2 48.7
Middle Perplexity 66.4 29.5 54.1 74.8 50.4 39.8 52.5
Least confidence 61.7 24.7 67.0 76.5 43.3 52.5 54.3
Facility Locations 66.2 31.3 62.4 74.4 58.4 34.6 54.5

S2L(Ours) 69.1 32.6 65.7 79.6 56.4 40.1 57.3
Full-262K 68.3 32.6 64.3 78.4 58.4 44.2 57.7

Facility Location S2L (Ours)0

2

Ti
m

e 
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)

Train Ref Model
Select Data

Figure 3.5: Wall-clock time required to train the reference model and select 100K data from
MathInstruct for training Pythia-410M.
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3.4.2.1 Setting 1: Less Data for Better Models

In the first setting, we standardize the number of training steps to correspond to 3 epochs on

the full dataset, aligning with [224]. This allows us to maintain a consistent training schedule

across different methods and data budgets, ensuring fair and accurate comparisons of the

quality of data.

Scaling the Data: SOTA algorithms fail with small data budgets while S2L

stands out across data scales. In Figure 3.4, we compare S2L against the baselines from

Section 3.4.1 on Pythia-410M across varying data sizes. The training trajectories used by S2L

are based on Pythia-70M, a model approximately 6x smaller than Pythia-410M. With the

same number of training steps as the full training, S2L exceeds the full dataset’s performance

using only 30K examples, only 11% of the full dataset. It leads the runner-up baselines

by an average of 4.7%, 4.6% and 2.4% with data budget 30K, 50K and 100K across all six

evaluation datasets. While state-of-the-art data selection algorithms like Facility Locations

[16] and High Learnability [236] have decent performance with a large enough data budget

(i.e., 100K), all SOTA algorithms except S2L cannot even outperform the random sampling

baseline when the allowed data size is small (i.e., 30K). Unlike the existing algorithms, S2L

consistently outperforms all baselines and even full training across all data sizes. Note that

compared to the runner-up algorithm in this setting, Facility Locations, the cost of S2L is

much lower in both training the reference model and data selection stages (Figure 3.5), and

therefore more scalable to both larger target models or larger data sizes.

Scaling the Model: Data selected by S2L can transfer to larger models in

different model suites. We also test whether this subset, chosen using Pythia-70M, can

effectively train larger models beyond 410M and models outside the Pythia suite. As shown

in Table 3.1, our experiments with Phi-2 reveal that fine-tuning on only 50K S2L-selected

data again outperforms full dataset training on the most challenging MATH [68] benchmark

improving the pretrained Phi-2 by 16.6% and is more data efficient than training on the full

MathInstruct dataset to get the same performance.
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Figure 3.6: Distribution of the coverage of top-1 topic in each cluster. Taller bars on the right
end of the plot indicate clusters with a higher concentration of a single topic and therefore
suggest a grouping of similar examples.

Table 3.2: Less Data, Same Epochs: Zero-shot accuracies (%, ↑) when S2L trains 50%
data for the same number of epochs as the full-data training. S2L can achieve comparable
performance to full-data training while reducing both the data storage space and the training
time by half.

Target Fine-tuning In-domain Out-domain
Model Data GSM8K MATH NumGLUE SVAMP Mathematics SimulEq Avg

Phi-3-mini (3.8B)
(Pretrained) 74.5 26.5 52.1 83.7 44.3 34.8 52.7

S2L-50%(Ours) 76.3 42.5 76.4 83.8 62.1 51.6 65.4
Full 76.4 42.9 75.3 84.6 60.2 51.9 65.2

Llama-2-7B
(Pretrained) 3.1 4.2 16.5 14.1 8.3 2.3 8.1

S2L-50%(Ours) 53.3 28.9 65.0 65.1 45.2 31.9 48.2
Full-262K [224] 52.2 30.4 60.5 65.3 43.9 50.2 50.4

3.4.2.2 Setting 2: Less Data for Faster Training

The second setting we consider is when fixing the number of times each example can be seen

over the entire course of training, directly translating smaller datasets into reduced training

and storage costs. This is particularly beneficial for large models that would require extensive

training times without data selection. By experimenting with models of larger sizes than

the previous setting, we observe in Table 3.2 that S2L can achieve comparable performance

to full-data training when using only 50% data and thereby reducing both the data storage

space and the training time by half.
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3.4.2.3 Why is S2L So Effective?

Examples in Clusters Encode the Same Knowledge/Skill. In Section 9.2.3, we

compare actual training examples in MathInstruct that get clustered together due to their

similar training trajectories on the small Pythia-70M model. We observe that examples in the

same cluster are of the same type and related to the same knowledge/skill, e.g., open-formed

algebra questions (Figure 9.6), examples requiring extracting useful information from long

text and writing programs (Figure 9.7), and multiple choice questions that require multi-step

reasoning (Figure 9.8), etc. Therefore, by sampling from different clusters, we make sure the

selected examples cover the knowledge required for all topics and skills required for all types

of questions.

Loss Trajectories can Capture the Similarity Between Data Points As Much

As Embeddings of a Fully Fine-tuned Model. We conducted a quantitative analysis

to assess how effectively S2L identifies similar examples using loss trajectories from a small

model. Assuming math problems under the same topic require similar knowledge and share

question formats, we used unknown topic labels during S2L’s data selection to check if each

cluster predominantly contains a single topic. By calculating the fraction of the most common

topic in each cluster and plotting this in Figure 3.6 (with K=100, excluding clusters of size

one), we compared the loss trajectory clusters from S2L (in blue) against those from the

embeddings of a fully fine-tuned Phi-2 model (in orange)—considered the ground truth for

similarity. Results show that most clusters formed by S2L using the Pythia-70M model are

based on a single topic and capture topic similarities more effectively than those from the

Phi-2 model’s embeddings. This analysis not only confirms the homogeneity within S2L

clusters but also highlights the computational efficiency of using loss trajectories on small

models to identify representative examples.

3.4.3 Specialized Domain 2: Clinical Text Summarization

S2L can improve data efficiency not only for fine-tuning data not only in mathematics but
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Figure 3.7: Performance (↑) of models trained on (1) randomly selected 30K examples, (2)
S2L selected 30K examples, and (3) full 61K examples (none) evaluated with 3 different
metrics. The minimum value on the y-axis is the performance of the model before fine-tuning.
S2L improves the data efficiency for the clinical text summarization task by outperforming
training on the full dataset with only less than half of the data.

also in other specialized domains. This subsection explores its application to clinical text

summarization within radiology reports. This task involves processing the detailed analysis

and results listed in the findings section of a radiology report and distilling them into a

concise impression section. Such summaries are crucial for providing clinicians with quick

and actionable insights from radiological studies.

Dataset & Setup. We use the MIMIC-III dataset [83], a comprehensive collection

of radiology reports and findings authored by attending physicians in routine clinical care.

We use the same preprocessing procedures as [48, 50] to extract the findings and impression

sections and remove invalid reports. Given that access to MIMIC-III requires specific

credentials, we provide a synthetic example of a radiology report generated by GPT-4 [3] for

illustrative purposes in Table 9.4. We employ the Pythia-1B model and keep the training

setting consistent with the mathematical reasoning task.

Evaluation. Our evaluation of generated clinical summaries on the MIMIC-III dataset’s

test split employs three key metrics as recommended in [191, 188]: (1) BLEU [140], which

measures word sequence overlap between the generated and reference texts; (2) ROUGE-L

[103], assessing the longest common word sequence; and (3) BERTScore [231], evaluating

semantic similarity using BERT’s contextual embeddings. These metrics together offer a
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comprehensive evaluation, ensuring our summaries are not only precise in language but also

meaningful and coherent in the context of clinical information. We compare S2L to random

selection, a surprisingly strong baseline as evidenced in Section 3.4.2, to check the validity of

the data selection problem on this dataset and then compare it to training on the full dataset

to assess its effectiveness.

Results. We compare using 30K examples selected by random vs. selected through S2L.

Even with only half of the data, the model trained with S2L selected data achieves similar

BLEU and significantly higher ROUGE-L and BERTSCore compared to the model trained

on the entire 61.5K data. Meanwhile, training on randomly selected 30K examples performs

worse than training on the full dataset on all 3 metrics. These results together demonstrate

S2L’s effectiveness.

3.4.4 Ablation Studies

We conduct ablation studies on MathInstruct and Pythia-410M to further understand the

best practices for using S2L.

S2L is robust w.r.t. the length of the trajectories but can benefit more from

longer trajectories. Figure 3.8 compares models trained with data selected by S2L based

on training trajectories of different lengths. The shorter trajectories are derived from a

uniform sample of the longer trajectories. From the small slopes of the lines, we can conclude

that S2L is relatively robust to the length of the training trajectories. Nevertheless, we

can also observe a slight increase in the performance on some of the datasets when longer

trajectories are used, so having longer trajectories is still preferred.

S2L can utilize training trajectories collected at any stage of training but

preferably denser ones. With the length of the trajectories fixed to 4, we can observe in

Figure 3.9 that denser trajectories recorded at any training stage (early, middle, or late) are

more helpful for S2L than trajectories recorded sparsely throughout the training.

S2L does not require the full training data to train the proxy and can scale
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Figure 3.9: S2L prefers dense trajectories over sparse ones.
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efficiently to larger datasets. To further demonstrate the scalability of the proposed

S2L method, we conducted experiments by training the proxy on a smaller sample of the

data (100K examples) for the same number of epochs (3 epochs) and saving the loss for all

examples. The results, shown in Figure 3.10, confirm that S2L remains effective when the

proxy model is trained on a smaller subset of training data and therefore is scalable to larger

datasets without a proportional increase in computational costs.

S2L is robust across different clustering parameter values for K. We conducted

detailed experiments varying the clustering parameter K, as shown in Figure 3.11. The results

demonstrate that S2L maintains high performance across different values of K, highlighting

the robustness of our method to different clustering parameter choices. We chose K=100 for

our experiments as it provided the best average accuracy across the evaluation datasets for

the math reasoning task.

S2L remains effective and efficient compared to using full data when trained

for the same number of epochs. Figure 3.12 illustrates the relative accuracy to full data

across different epochs, comparing S2L-selected data and full data with the same number of

epochs. Both in-domain and overall average accuracy are shown. S2L demonstrates superior

performance with fewer data and fewer training iterations.

S2L supports a range of small models as effective proxies. To understand whether

different small models could serve as effective proxies, we used GPT-2 (124M) and Pythia-

160M as proxy models for data selection to train Pythia-410M. The results, illustrated in

Figure 3.13, show that both proxy models perform comparably in guiding the data selection,

demonstrating the versatility and effectiveness of using different small models for S2L.

3.5 Conclusion and Limitations

In this work, we introduced SmallToLarge (S2L), a scalable data selection method to

improve the data efficiency of supervised fine-tuning (SFT) for large language models (LLMs)

in specialized domains. By clustering data points based on their training dynamics on smaller
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Figure 3.12: Relative accuracy to full data across different epochs, comparing S2L-selected
data and full data. S2L achieves superior performance with fewer data and fewer training
iterations.
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46



models and balanced sampling from all clusters, S2L significantly reduces the required training

data size without compromising performance compared to using the entire training dataset.

Our comprehensive experiments across the mathematical problem-solving and clinical text

summarization domains demonstrate the effectiveness of S2L.

Our study does come with its limitations. S2L has been only tested within two domains,

mathematics and medicine, and on models up to 7 billion parameters, constrained by our

computational resources. Additionally, our experiments employed a fixed training schedule

across all methods without further optimization or hyperparameter tuning for each method,

including S2L. This unified approach, while it ensures a fair comparison, may not fully

capture the potential performance improvement that could be achieved with more tailored

training strategies. We encourage further research to extend the application of S2L across a

broader spectrum of domains and investigate the impact of hyperparameter tuning on its

effectiveness.
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Part II

Data Selection for Robust Training

against Data Poisoning
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CHAPTER 4

EPIC: Robust Training Against Data Poisoning

The impressive success of modern machine learning systems is highly dependent on the

quality of their large training data. Many large datasets are scraped from the internet, or

other public and user-provided sources. Models trained on such datasets are susceptible to

data poisoning attacks, wherein an adversary places specially-constructed poisoned examples

into the training data with the intention of manipulating the behavior of the system at test

time. These attacks create security vulnerabilities that cannot be detected even if the data is

labeled and checked by human supervision. This makes data poisoning arguably one of the

most concerning threats to deep learning systems deployed in security- and safety-critical

applications, such as financial services, security cameras, autonomous cars, and medical

devices.

Various types of poisoning attacks have been proposed in recent years. Most attacks fall

into one of two main categories: backdoor or triggerless poisoning. Backdoor data poisoning

augments the training data by a set of poisoned examples that contain a (not necessarily

visible) trigger pattern [64, 189, 174]. Finetuning the model on the augmented training data

causes a model to misclassify test-time samples containing the trigger. On the other hand,

triggerless poisoning attacks work by crafting small per-example perturbations so that the

perturbed training examples collide with the adversarially labeled target in the feature or

gradient space [163, 238, 74, 60, 5]. Triggerless poisoning attacks cause misclassification of

particular instances and do not require modification at inference time. In both cases, the

poisoned examples may be seemingly innocent and properly labeled, and hence are hard to

be detected by expert observers.
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Existing defense mechanisms against data poisoning attacks mainly rely on either anomaly

detection based on nearest neighbors, training loss, singular-value decomposition, feature

and activation clustering [44, 175, 186, 32, 144], or robust training based on strong data

augmentation, randomized smoothing, ensembling, and adversarial training [198, 97, 1, 114,

100, 179]. However, such methods either drastically degrade the generalization performance

of the model [59], or can only protect the model against certain types of poisoning attacks [91,

186], or are computationally prohibitive for standard deep learning pipelines [59]. Importantly,

these methods do not provide any theoretical guarantee for the performance of the model

[198, 97, 1, 59].

We develop an efficient and principled defense framework that effectively prevents various

types of targeted poisoning attacks, and provide theoretical guarantee for the performance of

the model. To successfully prevent poisoning attacks, we make the following key observation:

not all poisons are effective in making the attack successful. In particular, targeted attacks

add bounded perturbations to randomly selected subsets of training data to match the

gradient of the adversarially labeled target. We show that for a poison to be effective, it

needs to fall close enough to the target in the gradient space. However, under bounded

perturbations, only a small number of poisons can be optimized to get close enough to the

target and make the attack successful. Such effective poisons get far away from their original

class and get isolated in the gradient space. Eliminating the effective poisons can successfully

break various types of attacks.

To prevent data poisoning while maintaining the generalization performance of the network,

we aim to identify and eliminate the effective poisons. We show that effective poisons can

be identified as isolated medoids of each class, in the gradient space. Medoids are the most

centrally located examples of a dataset, that minimize the sum of dissimilarity between

every data point to its nearest medoid. The set of medoids can be efficiently extracted by

maximizing a submodular function. To eliminate effective poisons, we iteratively find medoids

of every class in the gradient space during the training. Then, we assign every data point

to the closest medoid in its class, and drop the medoids to which no other data point is
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assigned. We show that our Effective Poison IdentifiCation (EPIc) method can successfully

eliminate effective poisons. We also prove that training on large gradient clusters of each

class guarantees similar training dynamics to that of training on the full data.

Compared to existing defense strategies, our method does not require a pre-trained clean

model, is not attack-specific, can be applied very efficiently during the training, and provides

a quality guarantee for the performance of the trained model. Our extensive experiments

show that our method renders state-of-the-art targeted attacks, including Gradient Matching,

Bullseye Polytope, and Feature Collision ineffective, with only a slight decrease in the

performance. We note that, EPIc is the only effective defense method against state-of-the-art

attacks that can efficiently scale to standard deep learning pipelines. Compared to the

state-of-the-art [59], EPIc is 6.9x faster, and maintains similarly high test accuracy and low

attack success rate.

4.1 Related Work

4.1.1 Targeted Data Poisoning

Attacks on deep networks can be generally divided into triggered and triggerless attacks.

Triggered or backdoor attacks augment the training data with a small set of examples that

contain a trigger patch and belong to a specific target label. Models trained on the augmented

data will misclassify test examples with the same patch. While early backdoor attacks were

not clean-label [34, 64, 107, 174], recent backdoor attacks produce poison examples that do

not contain a visible trigger [189, 157]. triggerless poisoning attacks add small adversarial

perturbations to base images to make their feature representations or gradients match that

of the adversarially labeled target [163, 238, 74, 60, 5]. Such poisons are very similar to

the base images in the input space, cannot be detected by observers, and do not require

modification to targets at inference time. The most prominent poisoning attacks we test our

defense against are:

Feature Collision (FC) crafts poisons by adding small perturbations to base examples
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so that their feature representations collide with that of the target [163].

Bullseye Polytope (BP) is similar to FC, but instead crafts poisons such that the

target resides close to the center of their convex hull in feature space [5].

Gradient Matching (GM) produces poisons by approximating this bi-level objective

using “gradient alignment", encouraging gradients of the clean-label poisoned data to align

with that of the adversarially labeled target [60]. This attack is shown to be effective against

data augmentation and differential privacy.

Sleeper Agent (SA) is a hidden-trigger backdoor attack that also craft poisons based

on the “gradient alignment" between patched poisons and targets [174].

4.1.2 Defense Strategies

Commonly used data sanitization defenses work by detecting anomalies that fall outside a

spherical radius in the feature space [175], spectrum of the feature covariance matrix [186],

or activation space [32]. They may also filter points that are labeled differently from their

nearest neighbors in the feature space [144]. Such defense mechanisms rely on the assumption

that poisons are far from the clean data points in the input or feature space. Hence, they

can be easily broken by stronger data poisoning attacks that place poisoned points near one

another, or by optimization methods that craft poisons to evade detection [91, 163, 157].

Robust training methods rely on strong data augmentation [22], apply randomized smooth-

ing [198], use an ensemble of models for prediction [97], or bound gradient magnitudes and

minimize differences in orientation [70]. Such methods often incur a significant performance

penalty [80], and can even be adaptively attacked by modifying gradient signals during poison

crafting [194]. Other identify backdoor attacks early in training and revert their effect by

gradient ascent [100], use adversarial training [115, 179], or create poisons during training

and inject them into training batches [59].

Existing defense methods either drastically degrade the model’s performance [59], only

protect the model against certain types of poisoning attack [91, 186], are prohibitive for

larger datasets [59], or do not provide any theoretical guarantee for the performance of the
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model [198, 97, 1, 59]. On the other hand, our method is fast and scalable, and successfully

eliminates various poisoning attacks while allowing the model to learn effectively from clean

examples with rigorous theoretical guarantees.

4.2 Robust Training against Data Poisoning

Let Dc = {(xi, yi)}ni=1 be the set of all clean training data, where xi ∈ Rm. Targeted data

poisoning attacks aim to change the prediction of a target image xt in the test set to an

adversarial label yadv, by modifying a fraction (usually less than 1%) of data points in the

training data within an l∞-norm ϵ-bound. We denote by V = {1, · · · , n}, and Vp ⊂ V the

index set of the entire training data and poisoned data points, respectively. For small ϵ, this

constraint enforces the perturbed images to look visually similar to the original example.

Such attacks remain visually invisible to human observers and are called clean-label attacks.

Targeted clean-label data poisoning attacks can be formulated as the following bi-level

optimization problem:

min
δ∈C
L(xt, yadv, θ(δ)) s.t. (4.1)

θ(δ)=argminθ

∑
i∈V

L(xi+δi, yi, θ),

where C= {δ ∈ Rn×m: ∥δ∥∞≤ ϵ, δi =0 ∀i /∈ Vp} is the constraint set determining the set of

valid poisons. Intuitively, the perturbations change the parameters θ of the network such

that minimizing the training loss on RHS of Eq.(4.1) also minimizes the adversarial loss on

LHS of Eq. (4.1).

We assume that the network is trained by minimizing the training loss L(θ) =
∑

i∈V L(xi+

δi, yi, θ) over the entire set of clean and poisoned training examples i ∈ V, δi = 0 ∀i /∈ Vp.

Applying gradient descent with learning rate η to minimize the training loss L(θ), iteration τ

takes the form:

θτ+1 = θτ − η∇L(θτ ). (4.2)
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(b) Embeddings of effective (red) and ineffective (purple) poisons, and clean examples of
the target (blue) and poison (green) class, projected on the first 2 principal components.
Effective poisons are not examples with the lowest confidence or highest loss.

Attack and defense assumptions. We consider a worst-case scenario, where the

attacker has knowledge of the defender’s training procedure (e.g. learning rate, optimization

algorithm), architecture, and defense strategy, but cannot influence training, initialization, or

mini-batch sampling. In transfer learning where the defender uses a pre-trained model and

only trains the last layer, we assume the parameters of the pre-trained model are known to

the attacker. However, the defender is not aware of the target example or the specific patch

chosen by the attacker. We also assume that the defender does not have access to additional

clean data points.

4.2.1 Motivation

For a targeted poisoning attack to be successful, the target needs to be misclassified as the

adversarial class yadv. Effectively, the poisons need to pull the representation of the target

toward the poison class. To do so, they need to mimic the gradient of the adversarially

labeled target. Formally,

∇L(xt, yadv, θ) ≈
1

|Vp|
∑
i∈Vp

∇L(xi + δi, yi, θ) (4.3)
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needs to hold for any θ encountered during training.

This is the motivation behind the poison generation in the end to end training scenario. In

particular, Gradient Matching [60] and Sleeper Agent [174] explicitly minimize the alignment

(cosine similarity) between poison and target gradient as in Eq. (4.3), using a clean pre-trained

model. Although the poisons are generated using a pre-trained clean model, [59] empirically

showed that the alignment between the gradient of adversarial and training loss remains large

during the training. MetaPoison [74] uses a number of partially-trained models to generate

poisons that minimize the adversarial loss at different stages during the training. Bullseye

Polytope [5] maximizes the similarity between representations of the poisons and target. In

doing so, it implicitly minimizes the alignment between poison and target gradients w.r.t.

the penultimate layer, which captures most of the gradient norm variation [87].

In the transfer learning scenario, the poisons are crafted to have a similar representation to

that of the target. Here, a linear layer is trained on the poisoned data using the representations

obtained from a pre-trained clean model. The gradient of the linear model is proportional to

the representations learned by the pre-trained model. Therefore, by maximizing the similarity

between the representations of the poisons and the adversarially labeled target, the attack

indeed increases the alignment between their gradients.

Crucially, the better the poisons can surround the target in the gradient space, the more

effective the attack becomes. This is demonstrated by the superior success rate of Bullseye

Polytope [5] and Convex Polytope [238], compared to that of Feature Collision [163]. While

Feature Collision only optimizes the poisons to have a similar representation to that of the

adversarially labeled target, Convex Polytope moves poisons until the target is inside their

convex hull, and Bullseye Polytope makes further refinements to move the target away from

the polytope boundary.

4.2.2 Not all the poisons are created equal

To successfully prevent poisoning attacks, we make the following key observation: Not all the

poisoned examples are responsible for the success of the attack. We define effective poisons
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Figure 4.2: Fraction of effective poisons dropped vs fraction of all examples dropped during
training on CIFAR10 poisoned with GM, for our method (EPIc) vs lowest-confidence and
highest-loss with thresholds .25,.5/1,2 shown by transparent colors, and their average shown
in opaque. Left: from scratch. Right: transfer learning.

as examples that make the attack successful. That is, if the model is trained with effective

poisons, the attack will be successful even if all the other poisons are removed. In contrast,

if the effective poisons are eliminated, the remaining (ineffective) poisons cannot make the

attack successful. Fig. 4.1a shows 500 effective and ineffective poisons generated by Gradient

Matching (GM) and Bulleyes Polytope (BP) in the training from scratch and transfer learning

scenarios. We tried different combinations of the poisons and identified the smallest subset

of poisons that is responsible for the success of the attack. We observe that indeed not all

poisons are effective. While for from-scratch training only 8% of the poisons are effective, for

transfer learning around 90% of the poisons are effective.

We explain the above observation as follows: not all the randomly selected examples can

be modified by bounded perturbations to have a gradient that closely matches that of the

target. When training from scratch, attacks can only craft a handful of effective poisons as

the poisons need to match the very high-dimensional gradient of the target with bounded

perturbations. On the other hand, during transfer learning, poisons are optimized to match

the much lower-dimensional gradient of the target. Hence, attacks can craft a much larger

number of effective poisons.
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Figure 4.3: Training with EPIc on CIFAR10 poisoned with GM. (a) The similarity between
effective poisons’ gradients to each other becomes small (they get isolated) after the warmup
period, (b) EPIc effectively eliminates effective poisons while dropping a smaller fraction of
clean examples, (c) EPIc preserves main gradient components, hence remaining examples
have a closer gradient to that of the full data, compared to random subsets of the same size.
Thus, EPIc preserves the training dynamics.

4.2.3 Effective poisons are not examples with highest loss or lowest confidence

It is important to note that effective poisons are not the data points around the decision

boundary for which the model is not confident, or outliers that have a higher loss than other

data points in their class. Fig. 4.1b shows the embedding of clean and poisoned examples of

the poison and target class during training from scratch. We see that effective poisons can

be within the poison or target class, or at the boundary of the classes, at different training

iterations. Fig. 4.2 shows the fraction of effective poisons eliminated when we drop examples

with the highest loss or lowest confidence with various thresholds during the training. We see

that dropping lowest-confidence or highest-loss examples during the training indeed removes

a larger number of clean data points, and cannot successfully eliminate the effective poisons.

4.2.4 Effective poisons become isolated in gradient space

Attacks exploit the non-convex nature of the neural network loss to optimize poisons that

match the target gradient. For ineffective poisons, attacks cannot successfully modify the

base example with bounded perturbations to match the target gradient. This is the case

where loss is relatively smooth in a ball of radius ϵ around the base. Thus, for ineffective
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poisons, attacks can only increase the alignment between the gradients of ineffective poisons

with that of the target to some extent. In doing so, the similarity between ineffective poisons’

gradients becomes larger. Hence, they form larger gradient clusters in the poison class, as

shown by Fig. 4.1b.

On the other hand, effective poisons can be modified under bounded perturbations to

match the target gradient. This is the case where there are sharp regions in a ball of radius ϵ

around a base example. Here, the base can be perturbed and taken to such sharp regions, and

its gradient can be further optimized there to match the target gradient. During the training

on the poisoned data, the gradients of effective poisons move far away from their class and

get close to the target. But, they each have a different trajectory (starting from different base

examples) for interpolating between their base and the target gradients. These trajectories are

neither similar to each other (as they start from different bases) nor similar to other examples in

the base class (as they end up matching the target’s gradient in another class). Fig. 4.3a shows

that while the similarity between gradients of effective poisons and target increases during the

training, the gradient of effective poisons is very different from each other after a few epochs

of training, and before the model gets poisoned. Hence, effective poisons’ gradients become

isolated in the gradient space, early in training. Such isolated points in low-density gradient re-

gions can be best identified by proximity-based methods, such as k-medoids, as we discuss next.

4.2.5 Eliminating the effective poisons

To prevent data poisoning while maintaining the generalization performance of the network,

we aim at identifying and removing the effective poisons. To do so, our key idea is to drop

data points that have a different gradient compared to other examples in their class, i.e.,

are isolated in the gradient space during training. As we discuss next, dropping such points

effectively eliminates the majority of poisoning attacks with only a slight impact on the

gradient of the full training loss. By preserving the important gradient components, we

guarantee similar training dynamics and convergence to a close neighborhood of the solution

obtained by training on full data. To find the effective poisons that do not have a similar
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Figure 4.4: Fraction of clean vs Gradient Matching poisons in gradient clusters of different
sizes, during from-scratch learning with EPIc for 200 epochs. Effective poisons become
isolated during training and can be iteratively eliminated by EPIc.
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Figure 4.5: Fraction of clean vs Bullseye Polytope poisons in gradient clusters of different
sizes, during transfer learning with EPIc for 40 epochs. Effective poisons become isolated
during training and can be iteratively eliminated by EPIc.

gradient to the other data points in their class, we train the model for a few epochs (warmup).

Then, we iteratively find and drop the isolated points in low-density gradient regions. To

do so, we find the medoids—the most centrally located data points—of each class, in the

gradient space. Then, we assign every data point to its closest medoid, and drop the medoids

to which no other data point is assigned. In our experiments, we show that selecting small

subsets (10%-30% of data) of medoids at every iteration can successfully prevent various types

of data poisoning attacks. Fig. 4.4, 4.5 show that during training from scratch or transfer

learning, effective poisons are isolated medoids of the gradient space. Hence, our strategy

successfully identifies the majority of the effective poisons in both from scratch and transfer

learning settings, while only dropping a small number of clean examples (Fig. 4.2, 4.3b).

The set of medoids of a class minimizes the average gradient dissimilarity to all the other
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Algorithm 3 Effective Poison Identification (EPIc)
Input: Training data indexed by V , submodular facility location function F , loss function
L(·), warmup iterations K, poison drop interval T , number of medoids k.
Output: Subset S ⊆ V
Train the network for K epochs on V .
for every T epochs do

for examples Vc in class c ∈ [C] do
Initialize S ← ∅, Z ← ∅
while |S| < k/C do
j ∈ argmaxe∈Vc\S F (e|S)
S = S ∪ {j}

end while
for j = 1 to |S| do
γj=
∑

i∈Vc
I[j=argmins∈S||∇L

fLi(θ)−∇L
fLs(θ)||]

if γi == 1 then
Z = Z ∪ {j}

end if
end for
V = V \ Z

end for
Train on V for T epochs.

end for

data points in the class. For a specific value of k, the set of k-medoids can be found as:

S∗
τ ∈argminS⊆V

|S|≤k

∑
i∈V

min
j∈S
∥∇Li(θτ )−∇Lj(θτ )∥2, (4.4)

where Li(θ) = L(xi, yi, θ) is the loss associated with (potentially poisoned) training example

i ∈ V . The minimization problem (4.4) is NP-hard. However, it can be turned into maximizing

a submodular1 facility location objective:

S∗
τ ∈ argminS⊆V |S|, s.t. (4.5)

F (S) =
∑
i∈V

max
j∈S

c0 − ∥∇Li(θτ )−∇Lj(θτ )∥2,

where c0 is a constant satisfying c0 ≥ ∥∇Li(θτ )−∇Lj(θτ )∥2, for all i, j ∈ V . For maximizing

1A set function F : 2V → R+ is submodular if F (S∪{e})−F (S) ≥ F (T ∪{e})−F (T ), for any S ⊆ T ⊆ V
and e ∈ V \ T . F is monotone if F (e|S) ≥ 0 for any e∈V \S and S ⊆ V .
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a monotone submodular function, the greedy algorithm provides a (1− 1/e) approximation

guarantee [203]. The greedy algorithm starts with the empty set S0 = ∅, and at each iteration t,

it chooses an element e ∈ V that maximizes the marginal utility F (e|St) = F (St∪{e})−F (St).

Formally, St = St−1 ∪ {argmaxe∈V F (e|St−1)}. The computational complexity of the greedy

algorithm is O(nk). However, its complexity can be reduced to O(|V |) using stochastic

methods [125], and can be further improved using lazy evaluation [123] and distributed

implementations [124].

During the training, the gradients of data points change at every iteration. To identify the

effective poisons, we need to update the gradient medoids iteratively. The gradient vectors

can be very high-dimensional, in particular when training from scratch. To efficiently solve

Eq. (4.5), we rely on a recent result showing that the variation of the gradient norms is

mostly captured by the gradient of the loss w.r.t. the input to the last layer [87]. Hence,

upper-bound on the normalized difference between pairwise gradient dissimilarities can be

efficiently calculated:

∥∇Li(θτ )−∇Lj(θτ )∥2 ≤ O
(
∥∇L

fLi(θτ )−∇L
fLj(θτ )∥2

)
where ∇L

fLi is gradient of the loss function L w.r.t. the input to the last layer L for data

point i. The above upper bound is marginally more expensive to calculate than loss. Hence,

upper bounds on the gradient dissimilarities can be efficiently calculated. Alg. 1 illustrates

the pseudocode.

Iteratively eliminating the isolated medoids during the training allows us to successfully

prevent various types of attacks. At the same time, as EPIc drops scattered gradient outliers

and doesn’t skew larger (main) gradient clusters, it only introduces a small limited error (ρ)

on the full training gradient. Fig. 4.3c shows that the gradient of the remaining training

examples during training with EPIc is much closer to the full training gradient, compared to

that of random subsets of the same size. Theorem 4.2.1 leverages this idea to upper-bound

the difference between the loss of the model trained with EPIc and the model trained on

the full data, at every step of training. This ensures similar training (loss) dynamics to
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that of training on the full data, and allows the network to obtain a similar generalization

performance.

Table 4.1: Average attack success rate and validation accuracy for EPIc against various data
poisoning attacks (200-epoch pipeline).

Attack Senario Undefended Defended
Att Succ.↑ Test Acc.↑ Att Succ.↓ Test Acc.↑

Gradient Matching from-scratch 45% 94.95% 1% 90.26%
Sleeper Agent (backdoor) from-scratch 78.54% 94.42% 11.55% 88.28%

Bullseye Polytope transfer 86% 94.69% 1% 94.80%
Feature Collision transfer 40% 94.68% 0% 94.81%

Bullseye Polytope finetune 80% 92.24% 0% 92.38%

Theorem 4.2.1. Assume that the loss function L(θ) is µ-PL∗ on a set Θ, i.e., 1
2
∥∇L(θ)∥2 ≥

µL(θ),∀θ ∈ Θ. Assume ρ is the maximum change in the gradient norm due to dropping

points. Then, applying gradient descent with a constant learning rate η has similar training

dynamics to that of training on the full data. I.e.,

L(θt) ≤ (1− ηµ)tL(θ0)−
1

2µ
(ρ2 − 2ρ∇max). (4.6)

The proof can be found in the Appendix.

Compared to existing defense strategies, our method does not require a pre-trained clean

model, is not attack-specific, can be applied very efficiently during the training, and provides

a quality guarantee for the performance of the trained model.

4.2.6 Adaptive attacks

Adaptive attacks can generate more powerful poisons by taking into account the knowledge

of the particular defense mechanisms in place. For example, Gradient Matching [60] and

Sleeper Agent [174] include augmented data points that are transformed with e.g. crop and

flip in addition to the original ones during poison crafting in Eq. (4.3). In doing so, the

attack can successfully poison the model even when data augmentations like crops and flips
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are applied to the learning pipeline. For adaptive attacks to be successful in presence of

EPIc, they need to generate clusters of effective poisons. To do so, the attacker may craft

poisons with similar gradient trajectories during the training, or optimize the choice of base

examples that result in clustered poison gradients. However, crafting poisons with similar

gradient trajectories during the training makes the poison optimization prohibitive and may

result in less effective attacks. While selecting similar base images does not lead to clustered

effective poisons due to non-convex nature of loss, optimizing the choice of base examples

worth further investigation in future work.

Next, we show that our method achieves superior performance compared to existing

defense techniques.

4.3 Experiments

4.3.1 Against Data Poisoning Attacks

We evaluate the effectiveness of defense methods against data poisoning attacks, during

from-scratch training, transfer learning and fine-tuning. For our evaluation, we use the

standardized data poisoning benchmark [161], with 200 training epochs, starting learning

rate of 0.1, and a decaying factor of 10 at epochs 100, 150. As several defense methods are

prohibitive to be applied to a standard learning pipeline with 200 epochs, we also consider a

proxy setup used by [59] which trains for only 40 epochs, with a starting learning rate of 0.1

and decaying factor of 10 at epochs 25, 35.

4.3.1.1 From-Scratch Training

We model the from-scratch training experiments based on the benchmark setting [161]. For

our attack model, we select 1% of the training examples as poisons, which are perturbed

within the l∞ ball of radius ϵ = 8/255. The defender initializes a model based on a random

seed and trains on the poisoned dataset using SGD. To maximize reproducibility, we only

use publicly available poisoned datasets generated by authors of the attacks.
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Table 4.2: Avg. Poison Success versus validation accuracy for various defenses against the
gradient matching attack of [60] in the from-scratch setting. The proposed Robust Training
Against Data Poisoning is listed as EPIc.

Epoch Defense Attack Succ.↓ Test Acc.↑ Time(hr:min)

40 None 25% 92.48% 00:15

40 DeepKNN [144] 21% 91.86% 02:25
40 Spectral Signatures [186] 17% 90.13% 00:40
40 Activation Clustering [32] 9% 84.20% 00:31
40 Diff. Priv. SGD [70] 2% 70.34% 00:16

40 Adv. Poisoning-0.25 [59] 4% 91.48% 01:53
40 Adv. Poisoning-0.5 [59] 1% 90.67% 02:02
40 Adv. Poisoning-0.75 [59] 0% 87.97% 02:26

40 EPIc-0.1 (Proposed) 2.7%±0.6% 90.92%±0.26% 00:22
40 EPIc-0.2 (Proposed) 1.3%±0.6% 88.95%±0.08% 00:19
40 EPIc-0.3 (Proposed) 1.0%±0.0% 87.03%±0.11% 00:17

200 None 45% 94.95% 01:18

200 Spectral Signatures [186] 10% 92.99% 03:22
200 Activation Clustering [32] 11% 90.88% 02:33
200 Diff. Priv. SGD [70] 2% 80.71% 01:23

200 EPIc-0.1 (Proposed) 2.3%±0.6% 92.50%±0.03% 01:50
200 EPIc-0.2 (Proposed) 1.0%±1.0% 89.71%±0.06% 01:35
200 EPIc-0.3 (Proposed) 0.7%±0.6% 87.05%±0.05% 01:28

Unless otherwise specified, we augment training images with random horizontal flip

followed by random cropping, and per-channel normalization. For our proposed defense,

we run EPIc with T =2 in a 40-epoch training pipeline, or T =10 in a 200-epoch training

pipeline.

Warmup The more medoids we select for each class, the longer warmup period (K) we

need for EPIc. In the experiments, we set K = 10 for EPIc-0.1, K = 20 for EPIc-0.2 and

K = 30 for EPIc-0.3.

Gradient Matching (GM) GM is currently the state-of-the-art among data poisoning

attacks for from-scratch training [161]. [60] shows it significantly outperform the other

effective attack, MetaPoison [74]. We test 100 datasets provided by the authors . The
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Table 4.3: Defending against the BP attack on TinyImageNet while training from scratch.
Our method (EPIc) can train more accurate models than the SOTA defense (AP) without
increasing the success rate of poisoning attacks, and is more scalable.

Defense Attack Succ.↓ Test Acc.↑ Time↓

None 40% 61.80% 1hr
AP-0.5 0% 53.54% 7hrs
EPIc-0.2 0% 57.50% 1hr

datasets were generated based on the 100 preset benchmark settings, each with 500 specific

bases and a target image. We follow the training hyperparameters specified by the benchmark

to train ResNet-18 from scratch with 128 examples per mini-batch. Table 4.1 shows that the

average attack success rate of GM on these 100 datasets is 45% and the average test accuracy

is 94.95%. We see that our proposed defense, EPIc, is able to successfully drop the average

attack success rate to only 1% while keeping the test accuracy above 90%.

Bullseye Polytope (BP) [161] shows the superiority of BP attack in training VGG

models [167] from scratch on TinyImageNet, a subset of the ILSVRC2012 classification

dataset [51]. We tested the first 10 example datasets provided by the benchmark, and

observed an attack success rate of 40%. Training with EPIc drops the attack success rate

significantly to 0%, as shown in Table 5.4.

Sleeper Agent (SA) SA is the only backdoor attack that can achieve a higher than

single-digit success rate on CIFAR-10 in the from-scratch setting. We generated 20 poisoned

datasets with SA (ϵ = 16) using the source-target class pairs in the first 20 CIFAR-10

benchmark settings. For backdoor attacks, we evaluate the attack success rate over 1000

patched test images. The average attack success rate is 78.54% without defenses and 11.55%

with EPIc.
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4.3.1.2 Transfer Learning

Here, we use the 40-epoch pipeline of [59] to evaluate defense methods. The same pretrained

model is used for generating the attack and for transfer learning onto the defender. Similar to

the from-scratch setting, the attacker can modify 1% of 50000 training examples in CIFAR10

with ϵ = 8. The linear layer (classifier) of the pretrained model is then re-initialized and

trained with the poisoned dataset with all the other layers (feature extractor) fixed during

the training. This white-box setup allows attacks to produce stronger poisons. Here, we

apply EPIc with T =1.

Bullseye Polytope (BP) According to [161], Bullseye Polytope attack [5] has the highest

average attack success rate in the white-box setting. When evaluated on all 100 benchmark

setups, BP succeeded in 86 of them. Table 4.1 shows that EPIc could successfully drop the

attack success rate to only 1% while even increasing the test accuracy of the model.

Feature Collision (FC) As imposing the l∞ constraint ϵ = 8 will greatly reduce the

power of Feature Collison attack [161], we keep the l2 regularization term in their original

optimization objective to impose a soft rather than hard constraint on the l∞ perturbation.

We generate 20 poisoned datasets using the first 20 benchmark setups (indexed from 0 to 19).

With the default seed used by the benchmark, the attack success rate of these 20 datasets

generated by FC is 40% before and 0% after we apply our EPIc defense, as shown in Table

4.1.

4.3.1.3 Finetuning

We also consider the finetuning scenario in which the classifier is re-initialized and the feature

extractor is not fixed during the training. We follow the same setup in [59], test 20 datasets

poisoned with BP, and report the result in Table 4.1. Again, EPIc successfully prevents all

attacks in this scenario without decreasing the test accuracy.
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4.3.2 Comparison to SOTA Defenses against GM

Table 4.2 compares the effectiveness of our model with existing defense methods against

the state-of-the-art GM attack, in both 200-epoch and 40-epoch training scenarios. We see

that EPIc can successfully drop the success rate of GM while allowing the model to achieve

superior performance. We note that, unlike existing defense methods, our method is easily

scalable to standard deep learning pipelines.

Scalability As many defense methods [59, 144] are prohibitive when applied to the standard

200-epoch pipeline under time or space constraints, they are evaluated using a 40-epoch

pipeline. However, as Table 4.2 shows, training a model on the same poisoned datasets for

more epochs increases attack success rate. Therefore, defenses that are successful within 40

epochs are not guaranteed to have the same effectiveness when models are trained for longer.

On the contrary, our proposed defense requires nearly no extra time compared to normal

training. Time spent on running EPIc every few epochs is usually well compensated by

training time saved every epoch on the examples we drop. Table 4.2 includes the time for

each defense on CIFAR10 poisoned with GM, and Table 5.4 compares EPIc with AP on

TinyImagenet poisoned with BP. We report the wall-clock time of training a model with each

defense on a single NVIDIA A40 GPU with 4 workers. We see that EPIc effectively reduces

various attacks’ success rates while having substantially faster run time.

Strength of Defense Due to computational constraints and the scalability problem

mentioned above, we only scale the two general adversarial training methods, Adversarial

Training [115] and DP-SGD [70] to the standard 200-epoch training pipeline. According to

Table 4.2, 5.4 and Fig. 4.6, our method provides the best trade-offs between the defended

attack success rate and the overall test accuracy. Adversarial Poisoning [59] can give equally

good trade-offs but requires 6x training time. Other defenses either cannot guarantee a low

attack success rate or have a high computation cost.
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Table 4.4: Comparison of avg. poison accuracy, validation accuracy and time against the
strongest attack GM [60] with ϵ = 16 in the from-scratch setting for 40 epochs. Our proposed
defense is listed as EPIc.

Defense Attack Succ.↓ Test Acc.↑

None 90% 92.01%

AP-0.25 35% 91.21%
AP-0.5 10% 90.58%
AP-0.75 0% 87.97%

EPIc-0.1 10% 91.15%
EPIc-0.2 0% 89.07%

Figure 4.6: Attack success rate vs. running time of different defenses, for GM attack on
CIFAR-10 with the 40 Epochs pipeline.

4.3.3 Comparison under Larger Perturbations

Attacks usually have higher success rates when allowed to perturb the base images within a

larger ϵ constraint [161]. We generate 20 poisoned datasets with a larger ϵ = 16 with GM. We

use the default 20 seeds used in [60] to sample 500 base and 1 target images from CIFAR10.

Table 4.4 shows that for larger ϵ, EPIc achieves a superior performance compared to the

strongest baseline, adversarial poisoning.
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4.4 Conclusion

We proposed an efficient defense mechanism against various data poisoning attacks. We

showed that under bounded perturbations, only a small number of poisons can be optimized

to have a gradient that is close enough to that of the target and make the attack successful.

Such examples move away from their original class and get isolated in the gradient space.

Consequently, we showed that training on large gradient clusters of each class successfully

eliminates the effective poisons, and guarantees similar training dynamics to that of training

on the full data. Our experiments showed that our method significantly decreases the success

rate of the state-of-the-art targeted attacks, including Gradient Matching, Bullseye Polytope.

We note that our method is the only effective defense against strong poisoning attacks, which

easily scales to standard deep learning pipelines.
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Part III

Data-efficient and Robust Training

against Spurious Correlations
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CHAPTER 5

SPARE: Identifying Spurious Correlations Early in

Training

The simplicity bias of gradient-based training algorithms towards learning simpler solutions

has been suggested as a key factor for the superior generalization performance of overpa-

rameterized neural networks [69, 71, 131, 136, 146, 164]. At the same time, it is conjectured

to make neural networks vulnerable to learning spurious correlations frequently found in

real-world datasets [155, 172]. Neural networks trained with gradient-based methods can

exclusively rely on simple spurious features that exist in majority of examples in a class but

are not predictive of the class in general (e.g., image background), and remain invariant to the

predictive but more complex core features [164]. This results in learning non-robust solutions

that do not generalize well under seemingly benign distribution shifts, or on minority groups

of the original data distribution that do not contain the spurious features [164, 181].

To alleviate the effect of spurious biases in absence of group labels, existing methods parti-

tion examples in each class into a majority and a minority group. This is achieved by training

the model with gradient descent and identifying the minority group as examples that are

misclassified [106], have a high loss [132], or sensitive representations [43, 172], or form small

representation clusters at the end of training [6, 229]. Then, a robust model is trained while up-

weighting [155] or upsampling [106] the minority group, or via supervised contrastive learning

[229], to alleviate the effect of the spurious feature of the majority group. This can be problem-

atic for many real-world datasets. First, they cannot distinguish between multiple minority

groups. If minority groups are imbalanced, upweighting or upsampling them to the same extent

can introduce new spurious biases. Second, they tend to find unusual examples in the minority
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group. While unusual examples in curated spurious benchmark datasets are only those without

the spurious feature, more realistic datasets such as ImageNet, contain outliers and noisy exam-

ples, which gather in the minority group. Upweighting or upsampling such examples harm the

worst-group and total accuracy. Finally, state-of-the-art methods may increase the training

time by orders of magnitude [106, 229], and become prohibitive for even medium-sized datasets.

In this work, we show that the simplicity bias of gradient descent that results in learning

the spurious biases can be leveraged to provably separate majority and (multiple) minor-

ity groups, early in training. In particular, we analyze a two-layer fully connected neural

network and identify two phases early in training. First, in the initial training iterations,

the contribution of the spurious feature in a majority group to the model’s output increases

linearly by the amount of spurious correlation. Afterwards, if the noise-to-signal ratio of a

spurious feature is smaller than that of the core feature, the model’s output on the majority

of examples in the class is almost exclusively determined by the spurious feature, and will be

invariant to the core features. We show that the model’s output provably separates majority

and (multiple) minority groups early in training. Based on the above theoretical insights, we

propose a method Spare (SePArate early and REsample), which clusters the model’s output

early in training to find a number of groups, determined by the silhouette score. Then, it

applies importance sampling to make the groups relatively balanced. In doing so, it effectively

alleviates the effect of spurious bias without increasing the training time.

Through extensive experiments, we confirm that Spare can achieve up to 5.6% higher

worst-group accuracy compared to the state-of-the-art baselines that infer the group infor-

mation on CMNIST [8], Waterbirds [155], and CelebA [110], while being up to 12x faster.

Notably, Spare achieves a comparable or even better performance compared to methods

that fully or partially know the group information at training time, and is highly effective

in the presence of multiple minority groups and extreme group imbalance. We also apply

Spare to discover and mitigate spurious correlations in a more realistic setting, namely in

Restricted ImageNet [178]. Our results confirm the effectiveness of Spare in finding and

alleviating the spurious bias, instead of upweighting the unusual examples.
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5.1 Related Work

Mitigating spurious bias. If group labels are known at training time, class balancing

techniques [66, 45], or importance weighting [166, 27] are applied to improve the performance

on smaller groups. Alternatively, one can directly minimize the worst group-level error among

these groups via group robust optimization (GDRO) [155], where training is focused on

examples from higher-loss groups.

If group labels are not available, existing methods aim to first infer the group information,

and utilize them to robustly train the model for the second time. GEORGE [172] infers group

information by clustering ERM (Expected Risk Maximization) representations and trains the

second model with GDRO. LfF [132] trains two models simultaneously and upweight examples

that have a high loss according to the first model while training the second model. JTT [106]

and CNC [229] identify the minority group as those misclassified by the initial ERM model

and upsample the minority groups. JTT trains the second robust model using ERM, and

CNC applies contrastive learning to pull misclassified examples towards their class. EIIL [43]

and PGI [6] rely on a reference ERM model to split training data into majority and minority

groups by finding an assignment that maximizes the Invariant Risk Minimization (IRM)

objective [11], i.e., the variance of the model on the two groups. Then, EIIL trains the second

robust model with GDRO, and PGI minimizes the KL divergence of softmaxed logits for

same-class samples across groups. CIM [178] learns input-space transformations of the data to

ensure that the transformation preserves task-relevant information. Finally, if a smaller group-

labeled data is available, SSA [133] applies semi-supervised learning with extra group-labeled

data to infer the training group labels and then uses GDRO to train a robust model. DFR [90]

first trains the model with ERM, and then retrains the last layer on the group-balanced data.

State-of-the-art methods either require extra group-labeled data [133, 90], or may fail in

presence of multiple imbalanced minority groups [133, 178, 132], and noisy examples [43, 110].

Some increases the training time by orders of magnitude [106, 133, 229]. In contrast, Spare

effectively separates the groups early in training and provide superior performance without

increasing the training time.
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Simplicity Bias. A recent body of work revealed the simplicity bias of (stochastic)

gradient methods towards learning linear functions early in training, followed by functions of

increasing complexity in later phases [69, 71, 131, 136, 146, 164]. This phenomenon is empiri-

cally observed on various fully connected (FC), convolutional, and sequential networks, such as

MobileNetV2 [158], ResNet50 [67], and DenseNet121 [164]. Recently, [71] formally proved that

learning dynamics of gradient descent on a two-layer FC neural network can be initially mim-

icked by a linear model and extended this result to multi-layer FC and convolutional networks.

Simplicity bias is suggested as a reason for the good generalization performance of overparam-

eterized neural networks. At the same time, it is conjectured to yield models that exclusively

rely on the simplest feature and remain invariant to all predictive complex features, even when

the simplest feature has less predictive power [164, 181]. However, the exact notion of the

simplicity of features and the mechanism by which they are learned remain poorly understood

except in certain simplistic settings [130, 164]. Here, we build on [71] and rigorously specify the

required conditions and mechanism of learning spurious features by a two-layer FC network.

5.2 Problem Formulation

Let D={(xxxi, yi)}ni=1⊂ Rd× R be n training data with features xxxi∈Rd, and labels yi∈C=

{1,−1}.

Features & Groups. We assume every class c ∈ C has a core feature vvvc, which is the

invariant feature of the class that appears in both the training and test set. Besides, a set of

spurious features vvvs ∈ A are shared between classes but may not be present at test time. For

example, in the CMNIST dataset containing images of colored hand-written digits, the digit

is the core feature, and its color is the spurious feature. Assuming w.l.o.g. that all vvvc, vvvs ∈ Rd

are orthogonal vectors, the feature vector of every example xxxi in class c can be written as

xxxi = vc + vs + ξi, where vs ∈ A, and each ξi is a noise vector drawn i.i.d. from N (0,Σξ).

We assume the noise along each feature is independent, and denoted by σ2
c , σ

2
s variance of

the noise in the directions of vc, vs, respectively. Training examples can be partitioned into

groups gc,s based on the combinations of their core and spurious features (vvvc, vvvs). If a group
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gc,s contains the majority of examples in class c, it is called a majority group. A class may

contain multiple minority groups corresponding to different spurious features.

Neural Network & Training. We consider a two-layer FC neural network with m

hidden neurons:

f(xxx;WWW,zzz) =
1√
m

m∑
r=1

zrϕ(www
T
r xxx/
√
d) =

1√
m
zzzTϕ(WWWxxx/

√
d), (5.1)

where xxx ∈ Rd is the input, WWW = [www1, · · · ,wwwm]
T ∈ Rm×d is the weight matrix in the first layer,

and zzz = [zzz1, · · · , zzzm]T ∈ Rm is the weight vector in the second layer. Here ϕ : R → R is a

smooth or piece-wise linear activation function (including ReLU, Leaky ReLU, Erf, Tanh,

Sigmoid, Softplus, etc.) that acts entry-wise on vectors or matrices. We consider the following

ℓ2 training loss:

L(WWW,zzz) =
1

2n

n∑
i=1

(f(xxxi;WWW,zzz)− yi)
2. (5.2)

We train the network by applying gradient descent on the loss (5.2) starting from random

initialization1:

WWW t+1 =WWW t − η∇WWWL(WWW t, zzzt), zzzt+1 = zzzt − η∇zzzL(WWW t, zzzt), (5.3)

Worst-group error. We quantify the performance of the model based on its highest test

error across groups G = {gc,s}c,s in all classes. Formally, worst-group test error is defined as:

Errwg = max
g∈G

E(xxxi,yi)∈g[yi ̸= yf (xxxi;WWW,zzz)], (5.4)

where yf(xxxi;WWW,zzz) is the label predicted by the model. In other words, Errwg measures the

highest fraction of examples that are incorrectly classified across all groups.

While for simplicity, we consider binary classification with ℓ2 loss, our analysis generalizes

to multi-class classification with CE loss, and other model architectures, as we also confirm

1Detailed assumptions on the activations, and initialization can be found in Appendix 9.4.2
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Figure 5.1: Training LeNet-5 on Colored MNIST containing colored handwritten digits. (a)
Each digit is a class; the majority of digits in a class have a particular color, and the remaining
digits are in 4 other colors. (b) The network output is almost exclusively indicated by the
color of the majority group, early in training. (c) Majority and minority groups are separable
based on the network output.

experimentally.

5.3 Investigating How Spurious Features are Learned by Neural

Networks

We start by investigating how spurious features are learned during training a two-layer

fully-connected neural network. Our analysis reveals two phases in early-time learning. First,

in the initial training iterations, the contribution of a spurious feature to the network output

increases linearly with the amount of the spurious correlation. Interestingly, if the majority

group is sufficiently large, majority and minority groups are separable at this phase by the

network output. Second, if the noise-to-signal ratio of the spurious feature of the majority

group is smaller than that of the core feature, the network’s output on the majority of

examples in the class will be almost exclusively determined by the spurious feature and will

remain mostly invariant to the core feature. Next, we will discuss the two phases in detail.
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5.3.1 Spurious Features are Learned in the Initial Training Iterations

We start by analyzing the effect of spurious features on the learning dynamics of a two-layer

FC neural network trained with gradient descent in the initial training iterations. The

following theorem shows that if a majority group is sufficiently large, the contribution of the

spurious feature of the majority group to the model’s output is magnified by the network at

every step early in training.

Theorem 5.3.1. Let α ∈ (0, 1
4
) be a fixed constant. Suppose the number of training samples n

and the network width m satisfy n ≳ d1+α and m ≳ d1+α. Let nc be the number of examples in

class c, and nc,s= |gc,s| be the size of group gc,s with label c and spurious feature vs ∈ A. Then,

under the setting of Sec. 5.2 there exist a constant ν1 > 0, such that with high probability,

for all 0 ≤ t ≤ ν1 ·
√

d1−α

η
, the contribution of the core and spurious features to the network

output can be quantified as follows:

f(vvvc;WWW t, zzzt) =

√
2

d
ηζc∥vc∥2t

(nc

n
±O(d−Ω(α))

)
, (5.5)

f(vvvs;WWW t, zzzt)=

√
2

d
ηζc∥vs∥2t

(
nc,s − nc′,s

n
±O(d−Ω(α))

)
, (5.6)

where c′= C\c, and ζ is the expected gradient of activation functions at random initialization.

The proof can be found in Appendix 9.4.3.2. Note that the width requirement in Theorem

5.3.1 is very mild as it only requires to be larger than d1+α for some small constant α, but

can be much smaller than the number of samples. The proof of Theorem 5.3.1 builds on

the bound on the difference between training dynamics of a two-layer fully-connected neural

network trained with gradient descent and that of a linear model [71] early in training, with

a modest generalization that this bound holds for isolated core and spurious features, as we

justify in Appendix 9.4.1. At a high level, as the model is nearly linear in the initial ν1 · d log dη

iterations, the contribution of the spurious feature vvvs to the network output grows almost

linearly with (nc,s− nc′,s)∥vvvs∥2, at every iteration in the initial phase of training. Note that

nc,s− nc′,s is the correlation between the spurious feature and the label c. When nc,s ≫ nc′,s,
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the spurious feature exists almost exclusively in the majority group of class c, and thus has

a high correlation only with class c. In this case, if the magnitude of the spurious feature

is significant, the contribution of the spurious feature to the model’s output grows very

rapidly, early in training. In particular, if (nc,s− nc′,s)∥vvvs∥2 ≫ nc∥vvvc∥2, the model’s output is

increasingly determined by the spurious feature, but not the core feature.

Remember from Sec. 5.2 that every example consists of a core and a spurious feature. As

the effect of spurious features of the majority groups is amplified in the network output, the

model’s output will differ for examples in the majority and minority groups. The following

corollary shows that the majority and minority groups are separable based on the network’s

output early in training. Notably, multiple minority groups with spurious features contained

in majority groups of other classes are also separable.

Corollary 5.3.2 (Separability of majority and minority groups). Suppose that for

all classes, a majority group has at least K examples and a minority group has at most k

examples. Then, under the assumptions of Theorem 5.3.1, examples in the majority and

minority groups are separable based on the model’s output, early in training. That is, for

all 0 ≤ t ≤ ν1 ·
√

d1−α

η
, with high probability, the following holds for at least 1 − O(d−Ω(α))

fraction of the training examples xi in group gc,s:

If gc,s is in a majority group in class c = 1:

f(xxxi;WWW t, zzzt) ≥
2ηζ2t

d

(
∥vs∥2(K − k)

n
+ ξ ±O(d−Ω(α))

)
+ ρ(t, ϕ,Σ), (5.7)

If gc,s is in a minority group in class c = 1, but gc′,s is a majority group in class c′ = −1:

f(xxxi;WWW t, zzzt) ≤
2ηζ2t

d

(
−∥vs∥

2(K − k)

n
+ ξ ±O(d−Ω(α))

)
+ ρ(t, ϕ,Σ), (5.8)

where ρ is constant for all examples in the same class, ξ ∼ N (0, κ) with

κ =
1

n
(
∑
c

n2
cσ

2
c∥vc∥2)1/2 +

1

n
(
∑
s

(nc,s−nc′,s)
2σ2

s∥vs∥2)1/2
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is the total effect of noise on the model.

Analogous statements holds for the class c=−1 by changing the sign and direction of the

inequality.

The proof can be found in Appendix 9.4.3.2. Corollary 5.3.2 shows that when the majority

group is considerably larger than the minority groups (K ≫ k), the prediction of examples

in the majority group move toward their label considerably faster, due to the contribution

of the spurious feature. Hence, majority and minority groups can be separated from each

other, early in training. Importantly, multiple minority groups can be also separated from

each other, if their spurious feature exists in majority groups of other classes. Note that

K > k + |ξ| is the minimum requirement for the separation to happen. Separation is more

significant when K ≫ k and when ∥vvvs∥ is significant.

5.3.2 Network Exclusively Relies on Simple Spurious Features on Majority of

Examples

Next, we analyze the second phase in early-time learning of a two-layer neural network. In

particular, we show that if the noise-to-signal ratio of the spurious feature of the majority

group of class c, i.e., Rs = σs/∥vvvs∥ is smaller than that of the core feature Rc = σc/∥vvvc∥,

then the neural network’s output is almost exclusively determined by the spurious feature

and remain invariant to the core feature at T = ν2 · d log dη
, even though the core feature is

more predictive of the class.

Theorem 5.3.3. Under the assumptions of Theorem 5.3.1, if the classes are balanced, and

the total size of the minority groups in class c is small, i.e., O(n1−γ) for some γ > 0, then

there exists a constant ν2 > 0 such that at T = ν2 · d log dη
, for an example xxxi in a majority

group gc,s, the contribution of the core feature to the model’s output is at most:

|f(vvvc;WWW T , zzzT )| ≤
√
d
Rs

ζRc

+O(n−γ
√
d) +O(d−Ω(α)). (5.9)

In particular if min{Rc, 1} ≫ Rs, then the model’s output is mostly indicated by the spurious

79



feature instead of the core feature:

|f(vvvs;WWW T , zzzT )| ≥
√
d

2ζ
≫ |f(vvvc;WWW T , zzzT )|. (5.10)

The proof can be found in Appendix 9.4.3.3. The proof of Theorem 5.3.3 shows that at

T = ν2 · d log dη
where the linear model that closely mimics early-time learning dynamics of

a two-layer FC neural network converges to its optimum parameters, the network has fully

learned the spurious feature of the majority groups. At the same time, the contribution of the

core feature to the network’s output is at most proportional to Rs/Rc. Hence, if Rs ≪ Rc,

the core feature does not considerably contribute to the output of the neural network at T .

That is, the network almost exclusively relies on the spurious feature of the majority group

instead of the core feature which is more predictive of the class.

We note that our results in Theorem 5.3.1, Corollary 5.3.2, and Theorem 5.3.3 generalize

to more than two classes and hold if the classes are imbalanced, as we will confirm by our

experiments. Similar results can be shown for multi-layer fully connected and convolutional

networks, following [71].

In Figure 5.1 illustrates, we empirically illustrate the above results during early-time

training of LeNet-5 [96] on the Colored MNIST [8] dataset containing colored handwritten

digits. Here, each digit is a class. The majority of digits in each class has a particular color,

and the remaining digits are in four other colors. Figure 5.1b shows that the prediction of the

network on the majority group is almost exclusively indicated by the color of the majority

group, confirming Theorem 5.3.3. Figure 5.1c shows that the majority and minority groups

are separable based on the network output, confirming Corollary 5.3.2.

Finally, note that by only learning the spurious feature, the neural network can shrinks

the training loss on the majority of examples in class c to nearly zero and correctly classify

them. Hence, the contribution of the spurious feature of the majority group of class c to the

model’s output is retained throughout the training. On the other hand, if minority groups are

small, higher complexity functions that appear later in training overfit the minority groups, as

observed by [156]. This results in a small training error but a poor worst-group generalization
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performance on the minorities.

Algorithm 4 SePArate early and REsample (Spare)
Require: Network f(.,WWW ), data D = {(xxxi, yi)}ni=1, loss function L, iteration numbers
TN , Tinit.

Ensure: Model f trained without bias
Stage 1: Early Bias Identification
for t = 0, · · · , Tinit do
WWW t+1 ←WWW t − η∇L(WWW t;D)

end for
for every class c ∈ C with examples Vc do

Identify λ, # of clusters k via Silhouette analysis
Cluster Vc into {Vc,j}kj=1 based on f(xxxi;WWW t)
Weight every xxxi ∈ Vc,j by wi = 1/|Vc,j|, pi = wλ

i /
∑

iw
λ
i

end for
Stage 2: Learning without Bias
for t = 0, · · · , TN do

Sample a mini-batchMt={(xxxi, yi)}i with probabilities pi
WWW t+1 =WWW t − η∇L(WWW t;Mt).

end for

5.4 Eliminating Spurious Bias Early in Training

Next, we rely on our theoretical insights from Sec. 5.3 to mitigate spurious correlations while

training neural networks. To do so, we first leverage the model’s output to separate majority

and minority groups. Then, we apply importance sampling to amplify the effect of core

features over the spurious features, by making the groups relatively balanced.

Stage 1: Separating the Groups Early in Training. Corollary 5.3.2 shows that

majority and minority groups are separable based on the network’s output. To identify the

majority and minority groups, we cluster examples Vc in every class c ∈ C based on the

output of the network, during the first few epochs. We determine the number of clusters

via silhouette analysis [151]. In doing so, we can separate majority and minority groups in

each class. Any clustering algorithm such as k-means or k-median clustering can be applied

to separate the groups. While k-means easily scales to medium-sized datasets, k-median is

more suitable for very large datasets, as it can be formulated as a submodular maximization
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problem [203] for which fast and scalable distributed [124, 125] and streaming [14] algorithms

are available. We note that following Corollary 5.3.2 we cluster the entire network output

and not only the class confidence, which yields superior results.

Stage 2: Making the Groups More Balanced via Importance Sampling. To

alleviate the spurious correlations and enable effective learning of the core features, we employ

an importance sampling method on examples in each class to upsample examples in the

smaller clusters and downsample examples in the larger clusters. To do so, we assign every

example i ∈ Vc,j a weight given by the size of the cluster it belongs to, i.e., wi = 1/|Vc,j|.

Then we sample examples in every mini-batch with probabilities equal to pi = wλ
i /
∑

iw
λ
i ,

where λ can be determined based on the average silhouette score of clusters in each class. A

higher average silhouette score indicates that clusters are more separated. In this case, groups

can be accurately identified and we can balance the groups using λ = 1. However, when

clusters are not well separated (lower silhouette score), some examples from the majority

group are spread in smaller clusters. In this case, sampling less from the large clusters is

enough to balance the groups, as the majority groups are sampled when we upsample the

small clusters. Here, we can balance the groups using λ = 2. Empirically, we found that

λ = 1 or 2 is enough to effectively mitigate the spurious correlation in all our experiments.

Note that our importance sampling method does not increase the size of the training data,

and only changes the data distribution. Hence, it does not increase the training time. The

pseudocode is illustrated in Alg. 4.

5.5 Experiments

In this section, we evaluate the effectiveness of Spare in finding spurious correlations early

in training, and eliminating while training on various spurious benchmark datasets. Then,

we apply Spare to discover and mitigate spurious correlations in Restricted ImageNet to

confirm its broader applicability.
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Table 5.1: Worst-group and average accuracy (%) of training with Spare vs. state-of-the-art
algorithms, on datasets with spurious correlations. CB, GB indicate balancing classes and
groups, respectively. Numbers indicated with * are from [229]. Spare achieves a superior
performance much faster. † We couldn’t replicate DFR’s result on CMNIST due to the lack of experimental details in
the original paper, so we cite the only reported number for reference and leave other entries blank.

Group Train CMNIST Waterbirds CelebA
Info Cost Worst-group Average Worst-group Average Worst-group Average

ERM × 1x 0.0∗±0.0 20.1∗±0.2 62.6∗±0.3 97.3∗±1.0 47.7∗±2.1 94.9∗±0.3

CB × 1x 0.0±0.0 23.7±3.1 62.8±1.6 97.1±0.1 46.1±1.5 95.2±0.4

EIIL × 1x 72.8∗±6.8 90.7∗±0.9 77.2∗±1.0 96.5∗±0.2 81.7∗±0.8 85.7∗±0.1

PGI × 1x 73.5∗±1.8 88.5∗±1.4 79.5∗±1.9 95.5∗±0.8 85.3∗±0.3 87.3∗±0.1

George × 2x 76.4∗±2.3 89.5∗±0.3 76.2∗±2.0 95.7∗±0.5 54.9∗±1.9 94.6∗±0.2

LfF × 2x 0.0∗±0.0 25.0∗±0.5 78.0∗N/A 91.2∗N/A 77.2∗N/A 85.1∗N/A

CIM × 2x 0.0∗±0.0 36.8∗±1.3 77.2∗N/A 95.6∗N/A 83.6∗N/A 90.6∗N/A

JTT × 5x-6x 74.5∗±2.4 90.2∗±0.8 83.8∗±1.2 89.3∗±0.7 81.5∗±1.7 88.1∗±0.3

CnC × 2x-12x 77.4∗±3.0 90.9∗±0.6 88.5∗±0.3 90.9∗±0.1 88.8∗±0.9 89.9∗±0.5

Spare × 1x 83.0±1.7 91.8±0.7 89.8±0.6 94.2±1.6 90.3±0.3 91.1±0.1

SSA validation 1.5x-5x 0.0±0.0 47.9±14.4 89.0±0.6 92.2±0.9 89.8±1.3 92.8±0.1

DFRTr
Tr training sub. 1x - - 90.4±1.5 94.1±0.5 80.1±1.1 89.7±0.4

DFRV al
Tr validation 1x 80.4†±1.1 - 91.8±2.6 93.5±1.4 87.3±1.0 90.2±0.8

GB training 1x 82.2±1.0 91.7±0.6 86.3±0.3 93.0±1.5 85.0±1.1 92.7±0.1

GDRO training 1x 78.5±4.5 90.6±0.1 89.9∗±0.6 92.0∗±0.6 88.9∗±1.3 93.9∗±0.1

5.5.1 Mitigating Spurious Correlations in Benchmark Datasets

We first evaluate the effectiveness of Spare in alleviating spurious correlations on spuri-

ous benchmarks. The reported results are averaged over three runs with different model

initializations.

Datasets & Models. (1) CMNIST [8] contains colored handwritten digits derived from

MNIST [96]. We follow the challenging 5-class setting in [229] where every two digits form

one class and 99.5% of training examples in each class are spuriously correlated with a distinct

color. We use a 5-layer CNN (LeNet-5 [96]) for CMNIST. (2) Waterbirds [155] contains two

classes (landbird vs. waterbird) and the background (land or water) is the spurious feature.

Majority groups are (waterbird, water) and (landbird, land). (3) CelebA [110] is another most

commonly used benchmark for spurious correlations. Following [155], we consider the hair

color (blond vs. non-blond) as the class labels and gender (male or female) as the spurious

feature. The majority groups are (blond, female) and (non-blond male). For both Waterbirds
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and CelebA, we follow the standard settings used in the previous work to train a ResNet-50

model [67] pretrained on ImageNet provided by the Pytorch library [141]. More details about

the datasets and the experimental settings can be found in Section 9.4.4.

Baselines. We compare Spare with the state-of-the-art methods for eliminating spurious

correlations in Table 5.1, in terms of both worst-group accuracy, i.e., the minimum accuracy

across all groups, and average accuracy. We use adjusted average accuracy for Waterbirds,

i.e., the average accuracy over groups weighted by their size. This is consistent with prior

work, and is done because the validation and test sets are group-balanced while the training

set is skewed. GB (Group Balancing) and GDRO [155] use the group label of all training

examples, and SSA [133] uses the group labels of the validation data. DFR [90] uses a

group-balanced data drawn from either validation (DFRTr
Tr) or training (DFRV al

Tr ) data. The

rest of the methods infer the group labels without using such information.

Spare outperforms SOTA algorithms, including those that require group

information. Table 5.1 shows that compared to baselines that do not use the group labels,

Spare obtains the highest worst-group accuracy, while maintaining high average accuracy. In

particular, Spare consistently outperforms the best baselines, CnC [229] and JTT [106], on

worst-group and average accuracy while having up to 12x lower computational cost. Notably,

Spare performs comparably to those that use the group information, and even achieves a

better worst-group accuracy on CMNIST and CelebA and has a comparable worst-group

but higher average accuracy on the Waterbirds. Note that DFRV al
Tr trains on group-balanced

validation data, while Spare does not. As group labels are unavailable in real-world datasets,

methods that do not rely on group labels are more practical. Among such methods, Spare

has a superior performance and easily scales to large datasets. Notably, Spare finds the

groups, at epoch 2 for CMNIST and Waterbirds, and at epoch 1 for CelebA.

Spare reaches SOTA performance under extreme group imbalance. Many state-

of-the-art algorithms that can successfully eliminate spurious correlations in the Waterbirds

and CelebA, severely fail on CMNIST, by providing as low as 0% worst-group accuracy. In
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Figure 5.2: GradCAM Visualization. Warmer colors correspond to the pixels that are weighed
more in making the final classification. Spare allows learning the core features instead of
spurious ones.

CMNIST, every class has a very large majority and four very small minority groups, and

there is a very strong spurious correlation between the color of the majority group and the

corresponding class. Here, the small size of the minority groups makes it difficult to infer the

groups based on loss (LfF [132]), data augmentation (CIM [178]), or semi-supervised learning

(SSA [133]). Besides, state-of-the-art methods that partition every class into only two groups,

namely EIIL [43], PGI [6], CnC [229], and JTT [106], fail to balance the minority groups.

This is because the minority groups need to be extensively upweighted or upsampled to make

a balance with the majority group due to their small sizes, and extensive upweighting or

upsampling them as a whole exaggerates the small differences between the original size of the

minority groups and makes them imbalanced w.r.t. each other. This yields an inferior worst-

group accuracy. In contrast, Spare finds multiple minority clusters via silhouette analysis

(see Figure 5.1c). By importance sampling from each cluster based on its size, Spare can

successfully balance the groups and achieve state-of-the-art worst-group and average accuracy.

GradCAM. Fig. 5.2 compares GradCAM [162] visualizations depicting saliency maps

for samples from Waterbirds with water and land backgrounds (left), and from CelebA

with different genders (right), when ResNet50 is trained by ERM vs. Spare. Warmer

colors indicate the pixels that the model considered more important for making the final

classification, based on gradient activations. We see that training with Spare allows the

model to learn the core feature, instead of the spurious features.
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Table 5.2: Identifying groups in Waterbirds, based on the output of different networks early
in training.

Model Epoch WG Acc Avg Acc
RN18 4 89.5±0.8 96.6±0.3

RN50 4 89.1±2.1 95.9±0.7

Wide RN50 5 90.8±0.5 95.9±0.7

DenseNet121 5 89.3±1.5 96.3±0.6

Pretrained RN50 1 89.8±0.6 94.2±1.6

Table 5.3: Average Silhouette scores of clusters in different classes, and the corresponding
importance sampling power (λ) used for each class.

Dataset Silhouette score Sampling power (λ)
CMNIST between 0.991-0.997 [1, 1, 1, 1, 1]

Waterbirds [0.886, 0.758] [2, 2]
CelebA [0.924, 0.757] [1, 2]

5.5.2 Ablation Studies

Next, we show that Spare effectively separates majority and minority groups regardless of

the network architecture early in training and explain how we determine cluster importance

using silhouette scores without group information.

Network Structure. First, we show Spare can separate majority and minority groups inde-

pendent of the network architecture, early in training. To do so, we cluster output of ResNets

of varying depths and widths, namely, ResNet-18, ResNet-50, Wide ResNet-50 [225], as well as

DenseNet121 [73], and apply importance sampling to the clusters to train a pretrained ResNet-

50 model on Waterbirds (same setting as in Table 5.1). Table 5.2 shows the worst-group and

adjusted average accuracy. We see that all the networks can successfully separate the groups

within the first 5 epochs. This confirms the effectiveness of simplicity bias in identifying

groups in the early training phase. Details of the experiments can be found in Section 9.4.4.

Importance Sampling Power (λ). Next, we explain how we determine the importance

of different clusters using silhouette scores. Table 5.3 presents the average silhouette score

for each class in different datasets. A higher average silhouette score indicates that clusters

are well separated, such as in CMNIST and the female class in CelebA. This means we can

accurately identify both the majority and minority groups. However, when clusters are not
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Figure 5.3: Spurious correlation between "green leaf" & "insect" in Restricted ImageNet
found by Spare.

clearly separated (lower silhouette scores), some examples from the majority group get mixed

up with the smaller clusters. As a result, we sample even fewer examples from the larger

clusters. When clusters are well separated, we use λ = 1 to ensure equal treatment of groups.

However, for less separable clusters, using λ = 2 helps achieve group balance.

5.5.3 Discovering and Mitigating Spurious Correlations in Restricted ImageNet

Finally, we show the applicability of Spare to discover and mitigate spurious correlations in

more realistic settings. We use Restricted ImageNet [178], a 9-superclass subset of ImageNet,

to train ResNet-50 from scratch. We applied Spare to cluster the model’s output in the first

10 epochs, and inspected the clusters as described below. However, we found that the results

are not very sensitive to the choice of the initial epoch. See Appendix 9.4.5 for more details

on the dataset and experiment.

Frog vs. Insect. By inspecting the clusters with the highest fraction of misclassified

examples to another class, we find that many Frog images are misclassified as Insects.

Figure 5.3a shows examples from the two groups Spare finds for the Insect class at epoch 8.

GradCAM reveals an obvious spurious correlation between “green leaf" and the insect class

that is maintained until the end of the training, as illustrated in Figure 5.3b. We also observe
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Table 5.4: Mitigating spurious in Restricted ImageNet.

Test Acc Insect Minority Frog Minority
ERM 96.0% 83.3% 96.2%
CB 95.9% 87.5% ↑ 96.2%−
EIIL 93.1% 76.0% ↓ 90.4% ↓

Spare 95.4% 86.3% ↑ 98.1% ↑

a large gap between the confidence of examples in the two groups. This indicates that the

model has learned the spurious feature early in training.

Next, we apply importance sampling with λ = 2 (silhouette score < 0.9), to alleviate

the spurious correlation. Here, as the underlying group labels are not available, GroupDRO

and GB are not applicable. Besides, state-of-the-art methods such as JTT and CnC are

prohibitively slow to apply to ImageNet (see training cost in Table 5.1). Hence, we only

compare Spare with Class Balancing (CB) and EIIL. Table 5.4 shows that Spare can

successfully improve the accuracy of both insect and frog minorities by 3% and 2% respectively,

with the slightest drop in the total accuracy. Note that examples in Frog minority group were

classified as Insect, due to “green leaf" in their background. Figure 5.3c shows examples of Frog

and Insect minorities that are correctly classified after training with Spare. In contrast, CB

improves the accuracy only on Insect minority. Note that while CB upsamples both classes,

it cannot improve the accuracy on Frog minority examples that are misclassified as Insect due

to the spurious correlation. We also see that EIIL drops the accuracy on minorities as well

as the total accuracy. This is mainly because EIIL separates and upweights many examples

that are misclassified by ERM, as we report in Section 9.4.5. Extensive upweighting of such

examples harms the performance. We expect this effect to be even more severe for methods

like JTT, which directly find the misclassified examples as the minority group. In contrast,

Spare better separates the groups and mitigates the spurious correlation by balancing them.

5.6 Conclusion

In this chapter, I studied how simple spurious features are learned during training neural

networks with gradient methods. In particular, I analyzed a two-layer fully-connected neural
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network and showed that large groups of examples with spurious features are separable

based on the model’s output, early in training. If spurious features have a small enough

noise-to-signal ratio, the network’s output on a large number of examples will be almost

exclusively determined by the spurious features and will be nearly invariant to the core

features. Based on the above theoretical insights, I proposed Spare, which separates majority

and minority groups by clustering the model output early in training. Then, it applies

importance sampling based on the cluster sizes to make the groups relatively balanced. I

showed that Spare achieves state-of-the-art worst-group accuracy on various datasets, and

is highly scalable. I also demonstrated the applicability of Spare in more realistic settings,

to discover and mitigate spurious correlations from Restricted ImageNet.
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CHAPTER 6

PDE: Data-efficient and Robust Training against Spurious

Correlations

Training data

Warmup stage:
balanced groups Expansion stage: progressive expansion

y=+1

y=–1
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...

Our method

Examples

ERM: 72.7%
Ours: 90.0%

# of data
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Figure 6.1: An overview of the problem, our proposed solution, and the resultant outcomes.
(A) We demonstrate the data distribution and provide an example of the statistics of
Waterbirds. (B) The overall procedure of PDE. (C) We use GradCAM [162] to show the
attention of the model trained with PDE as compared to ERM. While ERM focuses on the
background, PDE successfully trains the model to capture the birds.

Despite the remarkable performance of deep learning models, recent studies [155, 156,

76, 65, 211, 215, 218, 85] have identified their vulnerability to spurious correlations in data

distributions. A spurious correlation refers to an easily learned feature that, while unrelated to

the task at hand, appears with high frequency within a specific class. For instance, waterbirds

frequently appear with water backgrounds, and landbirds with land backgrounds. When

training with empirical risk minimization (ERM), deep learning models tend to exploit such
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correlations and fail to learn the more subtle features genuinely correlated with the true

labels, resulting in poor generalization performance on minority data (e.g., waterbirds with

land backgrounds as shown in Figure 6.1). This observation raises a crucial question: Does

the model genuinely learn to classify birds, or does it merely learn to distinguish land from

water? The issue is particularly concerning because deep learning models are being deployed

in critical applications such as healthcare, finance, and autonomous vehicles, where we require

a reliable predictor.

Researchers formalized the problem by considering examples with various combinations of

core features (e.g., landbird/waterbird) and spurious features (e.g., land/water backgrounds)

as different groups. The model is more likely to make mistakes on certain groups if it learns

the spurious feature. The objective therefore becomes balancing and improving performance

across all groups. Under this formulation, we can divide the task into two sub-problems: (1)

accurately identifying the groups, which are not always known in a dataset, and (2) effectively

using the group information to finally improve the model’s robustness. While numerous

recent works [132, 106, 43, 7, 178, 229] focus on the first sub-problem, the second sub-problem

remains understudied. The pioneering work [155] still serves as the best guidance for utilizing

accurate group information. In this paper, we focus on the second sub-problem and aim to

provide a more effective and efficient algorithm to utilize the group information. It is worth

noting that the theoretical understanding of spurious correlations lags behind the empirical

advancements in mitigating spurious features. Existing theoretical studies [156, 35, 211, 221]

are limited to the setting of simple linear models and data distribution that are less reflective

of real application scenarios.

We begin by theoretically examining the learning process of spurious features when training

a two-layer nonlinear convolutional neural network (CNN) on a corresponding data model

that captures the influence of spurious correlations. We illustrate that the learning of spurious

features swiftly overshadows the learning of core features from the onset of training when

groups are imbalanced and spurious features are more easily learned than core features. Based

upon our theoretical understanding, we propose Progressive Data Expansion (PDE), a neat
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and novel training algorithm that efficiently uses group information to enhance the model’s

robustness against spurious correlations. Existing approaches, such as GroupDRO [155]

and upsampling techniques [106], aim to balance the data groups in each batch throughout

the training process. In contrast, we employ a small balanced warm-up subset only at the

beginning of the training. Following a brief period of balanced training, we progressively

expand the warm-up subset by adding small random subsets of the remaining training data

until using all of them, as shown in the top right of Figure 6.1. Here, we utilize the momentum

from the warm-up subset to prevent the model from learning spurious features when adding

new data. Empirical evaluations on both synthetic and real-world benchmark data validate

our theoretical findings and confirm the effectiveness of PDE. Additional ablation studies

also demonstrate the significance and impact of each component within our training scheme.

In summary, our contributions are highlighted as follows:

• We provide a theoretical understanding of the impact of spurious correlations beyond the

linear setting by considering a two-layer nonlinear CNN.

• We introduce PDE, a theory-inspired approach that effectively addresses the challenge

posed by spurious correlations.

– PDE achieves the best performance on benchmark vision and language datasets for

models including ResNets and Transformers. On average, it outperforms the state-of-

the-art method by 2.8% in terms of worst-group accuracy.

– PDE enjoys superior training efficiency, being 10× faster than the state-of-the-art

methods.

6.1 Why is Spurious Correlation Harmful to ERM?

In this section, we simplify the intricate real-world problem of spurious correlations into a

theoretical framework. We provide analysis on two-layer nonlinear CNNs, extending beyond

the linear setting prevalent in existing literature on this subject. Under this framework, we

formally present our theory concerning the training process of empirical risk minimization

(ERM) in the presence of spurious features. These theoretical insights motivate the design of
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our algorithm.

6.1.1 Empirical Risk Minimization

We begin with the formal definition of the ERM-based training objective for a binary

classification problem. Consider a training dataset S = {(xi, yi)}Ni=1, where xi ∈ Rd is the

input and y ∈ {±1} is the output label. We train a model f(x;W) with weight W to

minimize the empirical loss function:

L(W) =
1

N

∑N
i=1ℓ

(
yif(xi;W)

)
, (6.1)

where ℓ is the logistic loss defined as ℓ(z) = log(1 + exp(−z)). The empirical risk minimizer

refers to W∗ that minimizes the empirical loss: W∗ := argminW L(W). Typically, gradient-

based optimization algorithms are employed for ERM. For example, at each iteration t,

gradient descent (GD) has the following update rule:

W(t+1) = W(t) − η∇L(W(t)). (6.2)

Here, η > 0 is the learning rate. In the next subsection, we will show that even for a relatively

simple data model which consists of core features and spurious features, vanilla ERM will fail

to learn the core features that are correlated to the true label.

6.1.2 Data Distribution with Spurious Correlation Fails ERM

Previous work such as [156] considers a data model where the input consists of core feature,

spurious feature and noise patches at fixed positions, i.e., x = [xcore,xspu,xnoise]. In real-world

applications, however, features in an image do not always appear at the same pixels. Hence,

we consider a more realistic data model where the patches do not appear at fixed positions.

Definition 6.1.1 (Data model). A data point (x, y, a) ∈ (Rd)P × {±1} × {±1} is generated

from the distribution D as follows.
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Figure 6.2: Visualization of the data.

• Randomly generate the true label y ∈ {±1}.

• Generate spurious label a ∈ {±y}, where a = y with probability α > 0.5.

• Generate x as a collection of P patches: x = (x(1),x(2), . . . ,x(P )) ∈ (Rd)P , where

– Core feature. One and only one patch is given by βc · y · vvvc with ∥vvvc∥2 = 1.

– Spurious feature. One and only one patch is given by βs · a · vvvs with ∥vvvs∥2 = 1 and

⟨vvvc, vvvs⟩ = 0.

– Random noise. The rest of the P − 2 patches are Gaussian noises ξ that are indepen-

dently drawn from N(0, (σ2
p/d) · Id) with σp as an absolute constant.

And 0 < βc ≪ βs ∈ R.

Similar data models have also been considered in recent works on feature learning [10,

239, 37, 81], where the input data is partitioned into feature and noise patches. We extend

their data models by further positing that certain feature patches might be associated with

the spurious label instead of the true label. In the rest of the paper, we assume P = 3 for

simplicity. With the given data model, we consider the training dataset S = {(xi, yi, ai)}Ni=1

and let S be partitioned into large group S1 and small group S2 such that S1 contains all

the training data that can be correctly classified by the spurious feature, i.e., ai = yi, and S2

contains all the training data that can only be correctly classified by the core feature, i.e.,

ai = −yi. We denote α̂ = |S1|
N

and therefore 1− α̂ = |S2|
N

.

Visualization of our data. In Figure 6.2, we present the visualization in 2D space of

the higher-dimensional data generated from our data model using t-SNE [190], where data

within each class naturally segregate into large and small groups. The spurious feature is
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sufficient for accurate classification of the larger group data, but will lead to misclassification

of the small group data.

6.1.3 Beyond Linear Models

We consider a two-layer nonlinear CNN defined as follows:

f(x;W) =
∑

j∈[J ]
∑P

p=1σ
(
⟨wj,x

(p)⟩
)
, (6.3)

where wj ∈ Rd is the weight vector of the j-th filter, J is the number of filters (neurons) of

the network, and σ(z) = z3 is the activation function. W = [w1, . . . ,wJ ] ∈ Rd×J denotes the

weight matrix of the CNN. Similar two-layer CNN architectures are analyzed in in [37, 81]

but for different problems, where the cubic activation serves a simple function that provides

non-linearity. Similar to (author?) [81, 30], we assume a mild overparameterization of the

CNN with J = polylog(d). We initialize W(0) ∼ N (0, σ2
0), where σ2

0 = polylog(d)/d. Due

to the CNN structure, our analysis can handle data models where each data can have an

arbitrary order of patches while linear models fail to do so.

6.1.4 Understanding the Training Process with Spurious Correlation

In this subsection, we formally introduce our theoretical result on the training process

of the two-layer CNN using gradient descent in the presence of spurious features. We

first define the performance metrics. A frequently considered metric is the test accuracy:

Acc(W) = P(x,y,a)∼D
[
sgn(f(x;W)) = y

]
. With spurious correlations, researchers are more

interested in the worst-group accuracy:

Accwg(W) = min
y∈{±1},a∈{±1}

P(x,y,a)∼D
[
sgn(f(x;W)) = y

]
,

which accesses the worst accuracy of a model among all groups defined by combinations of

y and a. We then summarize the learning process of ERM in the following theorem. Our
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analysis focuses on the learning of spurious and core features, represented by the growth of

⟨w(t)
i , vvvs⟩ and ⟨w(t)

i , vvvc⟩ respectively:

Theorem 6.1.2. Consider the training dataset S = {(xi, yi)}Ni=1 that follows the distribution

in Definition 6.1.1. Consider the two-layer nonlinear CNN model as in (6.3) initialized with

W(0) ∼ N (0, σ2
0). After training with GD in (6.2) for T0 = Θ̃

(
1/(ηβ3

sσ0)
)

iterations, for all

j ∈ [J ] and t ∈ [0, T0), we have

Θ̃(η)β3
s (2α̂− 1) · ⟨w(t)

j , vvvs⟩2 ≤ ⟨w(t+1)
j , vvvs⟩ − ⟨w(t)

j , vvvs⟩ ≤ Θ̃(η)β3
s α̂ · ⟨w

(t)
j , vvvs⟩2, (6.4)

Θ̃(η)β3
c α̂ · ⟨w

(t)
j , vvvc⟩2 ≤ ⟨w(t+1)

j , vvvc⟩ − ⟨w(t)
j , vvvc⟩ ≤ Θ̃(η)β3

c · ⟨w
(t)
j , vvvc⟩2. (6.5)

After training for T0 iterations, with high probability, the learned weight has the following

properties: (1) it learns the spurious feature vvvs: maxj∈[J ]⟨w(T )
j , vvvs⟩ ≥ Ω̃(1/βs); (2) it almost

does not learn the core feature vvvc: maxj∈[J ]⟨w(T )
j , vvvc⟩ = Õ(σ0).

Discussion. The detailed proof is deferred to Appendix 9.5.5, and we provide intuitive

explanations of the theorem as follows. A larger value of ⟨w(t)
i , vvv⟩ for vvv ∈ {vvvs, vvvc} implies

better learning of the feature vector vvv by neuron wi at iteration t. As illustrated in (6.4)

and (6.5), the updates for both spurious and core features are non-zero, as they depend on

the squared terms of themselves with non-zero coefficients, while the growth rate of ⟨w(t)
i , vvvs⟩

is significantly faster than that of ⟨w(t)
i , vvvc⟩. Consequently, the neural network rapidly learns

the spurious feature but barely learns the core feature, as it remains almost unchanged from

initialization as compared to the spurious feature.

We derive the neural network’s prediction after training for T0 iterations. For a ran-

domly generated data example (x, y, a) ∼ D, the neural network’s prediction is given

by sgn
(
f(x;W)

)
= sgn

(∑
j∈[J ]

(
yβ3

c ⟨wj, vvvc⟩3 + aβ3
s ⟨wj, vvvs⟩3 + ⟨wj, ξ⟩3

))
. Since the term

β3
s maxj∈[J ]⟨wj, vvvs⟩3 dominates the summation, the prediction will be sgn(f(x;W)) = a.

Consequently, we obtain the test accuracy as Acc(W) = α, since a = y with probability α,

and the model accurately classifies the large group. However, when considering the small

group and examining examples where y ̸= a, the models consistently make errors, resulting in
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Accwg(W) = 0. To circumvent this poor performance on worst-group accuracy, an algorithm

that can avoid learning the spurious feature is in demand.

6.2 Theory-Inspired Two-Stage Training Algorithm

In this section, we introduce Progressive Data Expansion (PDE), a novel two-stage training

algorithm inspired by our analysis to enhance robustness against spurious correlations. We

begin with illustrating the implications of our theory, where we provide insights into the data

distributions that lead to the rapid learning of spurious features and clarify scenarios under

which the model remains unaffected.

6.2.1 Theoretical Implications

Notably in Theorem 6.1.2, the growth of the two sequences ⟨w(t)
i , vvvs⟩ in (6.4) and ⟨w(t)

i , vvvc⟩

in (6.5) follows the formula xt+1 = xt + ηAx2
t , where xt represents the inner product sequence

with regard to iteration t and A is the coefficient containing α̂, βc or βs. This formula is

closely related to the analysis of tensor power methods [10]. In simple terms, when two

sequences have slightly different growth rates, one of them will experience much faster growth

in later times. As we will show below, the key factors that determine the drastic difference

between spurious and core features in later times are the group size α̂ and feature strengths

βc, βs.

• When the model learns spurious feature (β3
c < β3

s (2α̂− 1)). We examine the lower

bound for the growth of ⟨w(t)
i , vvvs⟩ in (6.4) and the upper bound for the growth of ⟨w(t)

i , vvvc⟩

in (6.5) in Theorem 6.1.2. If β3
c < β3

s (2α̂ − 1), we can employ the tensor power method

and deduce that the spurious feature will be learned first and rapidly. The condition on

data distribution imposes two necessary conditions: α̂ > 1/2 (groups are imbalanced) and

βc < βs (the spurious feature is stronger). This observation is consistent with real-world

datasets, such as the Waterbirds dataset, where α̂ = 0.95 and the background is much

easier to learn than the intricate features of the birds.
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• When the model learns core feature (βc > βs). However, if we deviate from the

aforementioned conditions and consider βc > βs, we can examine the lower bound for

the growth of ⟨w(t)
i , vvvc⟩ in (6.5) and the upper bound for the growth of ⟨w(t)

i , vvvs⟩ in (6.4).

Once again, we apply the tensor power method and determine that the model will learn

the core feature rapidly. In real-world datasets, this scenario corresponds to cases where

the core feature is not only significant but also easier to learn than the spurious feature.

Even for imbalanced groups with α̂ > 1/2, the model accurately learns the core feature.

Consequently, enhancing the coefficients of the growth of the core feature allows the model

to tolerate imbalanced groups. We present verification through synthetic experiments in

the next section.

As we will show in the following subsection, we initially break the conditions of learning the

spurious feature by letting α̂ = 1/2 in a group-balanced data subset. Subsequently, we utilize

the momentum to amplify the core feature’s coefficient, allowing for tolerance of α̂ > 1/2

when adding new data.

6.2.2 PDE: A Two-Stage Training Algorithm

We present a new algorithm named Progressive Data Expansion (PDE) in Algorithm 5 and

explain the details below, which consist of (1) warm-up and (2) expansion stages.

As accelerated gradient methods are most commonly used in applications, we jointly

consider the property of momentum and our theoretical insights when designing the algorithm.

For gradient descent with momentum (GD+M), at each iteration t and with momentum

coefficient γ > 0, it updates as follows

g(t+1) = γg(t) + (1− γ)∇L(W(t)), (6.6)

W(t+1) = W(t) − η · g(t+1), (6.7)

Warm-up Stage. In this stage, we create a fully balanced dataset S0, in which each

group is randomly subsampled to match the size of the smallest group, and consider it as a
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Algorithm 5 Progressive Data Expansion (PDE)
Require: Number of iterations T0 for warm-up training; number of times K for dataset expansion;

number of iterations J for expansion training; number of data m for each expansion; learning
rate η; momentum coefficient γ; initialization scale σ0; training set S = {(xi, yi, ai)}ni=1; model
fW.

1: Initialize W(0).
Warm-up stage

2: Divide the S into groups by values of y and a: Sy,a = {(xi, yi, ai)}yi=y,ai=a.
3: Generate warm-up set S0 from S by randomly subsampling from each group of S such that
|S0

y,a| = miny′,a′ |Sy′,a′ | for y ∈ {±1} and a ∈ {±1}.
4: for t = 0, 1, . . . , T0 do
5: Compute loss on S0: LS0(W(t)) = 1

|S0|
∑

i∈S0 ℓ(yif(xi;W
(t))).

6: Update W(t+1) by (6.6) and (6.7).
7: end for

Expansion stage
8: for k = 1, . . . ,K do
9: Draw m examples (S[m]) from S/Sk−1 and let Sk = Sk−1 ∪ S[m].

10: for t = 1, . . . , J do
11: Compute loss on Sk: LSk(W(T )) = 1

|Sk|
∑

i∈Sk ℓ(yif(xi;W
(T ))), where T = T0+(k−1)∗J+t.

12: Update W(T+1) by (6.6) and (6.7).
13: end for
14: end for
15: return W(t) = argmaxW(t′) Accval

wg(W
(t′)).
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warm-up dataset. We train the model on the warm-up dataset for a fixed number of epochs.

During this phase, the model is anticipated to accurately learn the core feature without being

influenced by the spurious feature. Note that, under our data model, a completely balanced

dataset will have α̂ = 1/2. We present the following lemma as a theoretical basis for the

warm-up stage.

Lemma 6.2.1. Given the balanced training dataset S0 = {(xi, yi, ai)}N0
i=1 with α̂ = 1/2 as in

Definition 6.1.1 and CNN as in (6.3). The gradient on vvvs will be 0 from the beginning of

training.

In particular, with α̂ = 1/2 we have |S0
1 | = |S0

2 |: an equal amount of data is positively

correlated with the spurious feature as the data negatively correlated with the spurious

feature. In each update, both groups contribute nearly the same amount of spurious feature

gradient with different signs, resulting in cancellation. Ultimately, this prevents the model

from learning the spurious feature. Detailed proofs can be found in Appendix 9.5.6.

Expansion Stage. In this stage, we proceed to train the model by incrementally incorpo-

rating new data into the training dataset. The rationale for this stage is grounded in the

theoretical result by the previous work [81] on GD with momentum, which demonstrates

that once gradient descent with momentum initially increases its correlation with a feature

vvv, it retains a substantial historical gradient in the momentum containing vvv. Put it briefly,

the initial learning phase has a considerable influence on subsequent training for widely-used

accelerated training algorithms. While ERM learns the spurious feature vvvs and momentum

does not help, as we will show in synthetic experiments, PDE avoids learning vvvs and learns

vvvc in the warm-up stage. This momentum from warm-up, in turn, amplifies the core feature

that is present in the gradients of newly added data, facilitating the continued learning of vvvc

in the expansion stage. For a specific illustration, the learning of the core feature by GD+M

will be

⟨w(t+1)
j , vvvc⟩ = ⟨w(t)

j − η
(
γg(t) + (1− γ)∇wj

L(W(t))
)
, vvvc⟩,

100



where g(t) is the additional momentum as compared to GD with γ = 0. While the current

gradient along vvvc might be small (i.e., βc), we can benefit from the historical gradient in g(t)

to amplify the growth of ⟨w(t+1)
j , vvvc⟩ and make it larger than that of the spurious feature

(i.e., βs). This learning process will then correspond to the case when the model learns the

core feature discussed in Subsection 6.2.1. Practically, we consider randomly selecting m new

examples for expansion every J epochs by attempting to draw a similar number of examples

from each group. During the last few epochs of the expansion stage, we expect the newly

incorporated data exclusively from the larger group, as the smaller groups have been entirely

integrated into the warm-up dataset.

It is worth noting that while many works address the issue of identifying groups from

datasets containing spurious correlations, we assume the group information is known and

our algorithm focuses on the crucial subsequent question of optimizing group information

utilization. Aiming to prevent the learning of spurious features, PDE distinguishes itself

by employing a rapid and lightweight warm-up stage and ensuring continuous improvement

during the expansion stage with the momentum acquired from the warm-up dataset. Our

training framework is both concise and effective, resulting in computational efficiency and

ease of implementation.

6.3 Experiments

In this section, we present the experiment results from both synthetic and real datasets.

Notably, we report the worst-group accuracy, which assesses the minimum accuracy across all

groups and is commonly used to evaluate the model’s robustness against spurious correlations.

6.3.1 Synthetic Data

In this section, we present synthetic experiment results in verification of our theoretical

findings. In Appendix 9.5.1, we illustrate the detailed data distribution, hyper-parameters

of the experiments and more extensive experiment results. The data used in this section is
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Table 6.1: Synthetic data experiments. We report the worst-group accuracy and the gap
(i.e., overall - worst). We further consider several variations of PDE to demonstrate the
importance of each component of our method. Reset: we reset the momentum to zero after
the warm-up stage. Warmup+All: we let PDE incorporate all of the new training data at
once after the warm-up stage.

Worst-group (%) Gap (%)

ERM (GD) 0.00 97.71
ERM (GD+M) 0.00 97.71

Warmup+All (Reset) 67.69 31.18
Warmup+All 74.24 24.76
PDE (Reset) 92.51 2.29

PDE 93.01 0.03

generated following Definition 6.1.1. We consider the worst-group and overall test accuracy.

As illustrated in Table 6.1, ERM, whether trained with GD or GD+M, is unable to accurately

predict the small group in our specified data distribution where α̂ = 0.98 and βc < βs. In

contrast, our method significantly improves worst-group accuracy while maintaining overall

test accuracy comparable to ERM. Furthermore, as depicted in Figure 6.3a, ERM rapidly

learns the spurious feature as it minimizes the training loss, while barely learning the core

feature. Meanwhile, in Figure 6.3b we show the learning of ERM when the data distribution

breaks the conditions of our theory and has βc > βs instead. Even with the same α̂ as in

Figure 6.3a, ERM correctly learns the core feature despite the imbalanced group size. These

two figures support the theoretical results we discussed to motivate our method. Consequently,

on the same training dataset as in Figure 6.3a, Figure 6.3c shows that our approach allows

the model to initially learn the core feature using the warm-up dataset and continue learning

when incorporating new data.

6.3.2 Real Data

We conduct experiments on real benchmark datasets to (1) compare our approach with

state-of-the-art methods, highlighting its superior performance and efficiency, and (2) offer

insights into the design of our method through ablation studies.

102



0 100 200 300 400
0.0

0.5

1.0

1.5

max
j [J]

w(t)
j , vs

max
j [J]

w(t)
j , vc

training loss

(a) ERM (case 1)

0 100 200 300 400
0.0

0.5

1.0

1.5

(b) ERM (case 2)

Expansion stage

(c) PDE

Figure 6.3: Comparison of methods in different scenarios.

Figure 6.4: Training process of ERM vs. PDE. We consider the same dataset generated
from the distribution as in Definition 6.1.1 for ERM (case 1) and PDE. On the same training
data, ERM learns the spurious feature while PDE successfully learns the core feature. We
further consider ERM (case 2) when training on the data distribution where βc > βs and
α̂ = 0.98. We show the growth of the max inner product between the model’s neuron and
core/spurious signal vector and the decrease of training loss with regard to the number of
iterations t.

Datasets. We evaluate on three wildly used datasets across vision and language tasks

for spurious correlation: (1) Waterbirds [155] contains bird images labeled as waterbird

or landbird, placed against a water or land background, where the smallest subgroup is

waterbirds on land background. (2) CelebA [109] is used to study gender as the spurious

feature for hair color classification, and the smallest group in this task is blond-haired males.

(3) CivilComments-WILDS [93] classifies toxic and non-toxic online comments while

dealing with demographic information. It creates 16 overlapping groups for each of the 8

demographic identities.

Baselines. We compare our proposed algorithm against several state-of-the-art methods.

Apart from standard ERM, we include GroupDRO [155] and DFR [90] that assume access to

the group labels. We note that DFRVal also uses the validation data for fine-tuning the last

layer of the model. We also design a baseline called subsample that simply trains the model

on the warm-up dataset only. Additionally, we evaluate three recent methods that address

spurious correlations without the need for group labels: LfF [132], EIIL [43], and JTT [106].

We report results for ERM, Subsample, GroupDRO and PDE based on our own runs using

the WILDS library [92]; for others, we directly reuse their reported numbers.

We present the experiment details including dataset statistics and hyperparameters as
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Table 6.2: The worst-group and average accuracy (%) of PDE compared with state-of-the-art
methods. The bold numbers indicate the best results among the methods that require group
information, while the underscored numbers represent methods that only train once. All
methods use validation data for early stopping and model selection, while

√√
indicates that

the method also re-trains the last layer using the validation data

Group
info

Train
once

Val
info

Waterbirds CelebA CivilComments

Method Worst Average Worst Average Worst Average

ERM ×
√ √

70.0±2.3 97.1±0.1 45.0±1.5 94.8±0.2 58.2±2.8 92.2±0.1

LfF × ×
√

78.0N/A 91.2N/A 77.2N/A 85.1N/A 58.8N/A 92.5N/A

EIIL × ×
√

77.2±1.0 96.5±0.2 81.7±0.8 85.7±0.1 67.0±2.4 90.5±0.2

JTT × ×
√

86.7N/A 93.3N/A 81.1N/A 88.0N/A 69.3N/A 91.1N/A

Subsample
√ √ √

86.9±2.3 89.2±1.2 86.1±1.9 91.3±0.2 64.7±7.8 83.7±3.4

DFRTr √
×

√
90.2±0.8 97.0±0.3 80.7±2.4 90.6±0.7 58.0±1.3 92.0±0.1

DFRVal √
×

√√
92.9±0.2 94.2±0.4 88.3±1.1 91.3±0.3 70.1±0.8 87.2±0.3

GroupDRO
√ √ √

86.7±0.6 93.2±0.5 86.3±1.1 92.9±0.3 69.4±0.9 89.6±0.5

PDE
√ √ √

90.3±0.3 92.4±0.8 91.0±0.4 92.0±0.6 71.5±0.5 86.3±1.7

Table 6.3: Training efficiency of PDE and GroupDRO on Waterbirds. We compare with
GroupDRO at their learning rate and weight decay, as well as at ours. We report the
worst-group accuracy, average accuracy and the number of epochs till early stopping as the
model reached the best performance on validation data. Note: for a fair comparison, we
consider one training epoch as training over the N data as the size of the training dataset.

Method Learning rate Weight decay Worst Average Early-stopping epoch*

GroupDRO 1e-5 1e-0 86.7±0.6 93.2±0.5 92±4

GroupDRO 1e-2 1e-2 77.3±2.0 97.1±0.5 15±15

PDE 1e-2 1e-2 90.3±0.3 92.4±0.8 8.9±1.8

well as comprehensive additional experiments in Appendix 9.5.2.

6.3.2.1 Consistent Superior Worst-group Performance

We assess PDE on the mentioned datasets with state-of-the-art methods. Importantly, we

emphasize the comparison with GroupDRO, as it represents the best-performing method

that utilizes group information. As shown in Table 6.2, PDE considerably enhances the

worst-performing group’s performance across all datasets, while maintaining the average

accuracy comparable to GroupDRO. Considering all methods that only use validation data

for model selection, GroupDRO still occasionally fails to surpass other methods. Remarkably

PDE’s performance consistently exceeds them in worst-group accuracy.
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Table 6.4: Performance of PDE after each stage. We report the worst-group and average
accuracy.

Warm-up Addition
Dataset Worst Avg Worst Avg

Waterbirds 86.0 91.9 90.3 92.4
CelebA 87.8 92.1 91.0 92.0
CivilComm 67.7 78.8 71.5 86.3

6.3.2.2 Efficient Training

In this subsection, we show that our method is more efficient as it does not train a model

twice (as in JTT) and more importantly avoids the necessity for a small learning rate (as

in GroupDRO). Specifically, methods employing group-balanced batches like GroupDRO

require a very small learning rate coupled with a large weight decay in practice. We provide

an intuitive explanation as follows. When sampling to achieve balanced groups in each

batch, smaller groups appear more frequently than larger ones. If training progresses rapidly,

the loss on smaller groups will be minimized quickly, while the majority of the large group

data remains unseen and contributes to most of the gradients in later batches. Therefore,

these methods necessitate slow training to ensure the model encounters diverse data from

larger groups before completely learning the smaller groups. We validate this observation in

Table 6.3, where GroupDRO trained faster than the default results in significantly poorer

performance similar to ERM. Conversely, PDE can be trained to converge rapidly on the

warm-up set and reaches better worst-group accuracy 10× faster than GroupDRO at default.

Note that methods which only finetune the last layer [90, 200] are also efficient. However,

they still require training a model first using ERM on the entire training data till convergence.

In contrast, PDE does not require further finetuning of the model.

6.3.2.3 Understanding the Two Stages

We examine each component and demonstrate their effect in PDE. In Table 6.4, we present

the worst-group and average accuracy of the model trained following the warm-up and
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expansion stages. Indeed, the majority of learning occurs in the warm-up stage, during which

a satisfactory worst-group accuracy is established. In the expansion stage, the model persists

in learning new data along the established trajectory, leading to continued performance

improvement. In Figure 6.6, we corroborate and emphasize that the model has acquired the

appropriate features and maintains learning based on its historical gradient stored in the

momentum. As shown, if the optimizer is reset after the warm-up stage and loses all its

historical gradients (with reinitialization), it soon acquires spurious features, resulting in a

swift decline in performance accuracy as shown in the blue line.
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Figure 6.5: The effect of resetting the momentum after the warm-up stage for PDE on
Waterbirds.

6.3.2.4 Ablation Study on the Hyper-parameters of PDE

PDE is robust within a reasonable range of hyperparameter choices, although some configu-

rations outperform others. As shown in Table 6.5, it is necessary to limit the number of data

points introduced during each expansion to prevent performance degradation. Similarly, in

Appendix 9.5.1, we emphasize the importance of gradual data expansion. In Table 6.6, we

show that post-warmup learning rate decay is essential, though PDE exhibits tolerance to

the degree of this decay. Lastly, as illustrated in Figure 6.6, adopting a smaller learning rate

often necessitates increased data expansions. Nonetheless, a reduced learning rate does not

necessarily lead to improved performance.
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Figure 6.6: The variations in both worst-group and average accuracy on the test set of
Waterbirds during the expansion stage under different expansion learning rates. Each vertical
dashed line denotes an expansion and the arrow denotes the early stopping.

Table 6.5: Ablation study on Waterbirds.
Exp. size: number of data points added in
each expansion.

Exp. size Exp. lr Worst Average

5 1e-4 89.9±0.5 92.1±0.3

10 1e-4 90.3±0.3 92.4±0.8

50 1e-4 88.1±0.8 93.4±0.4

Table 6.6: Ablation study on Waterbirds.
Exp. lr: the learning rate in the expansion
stage.

Exp. size Exp. lr Worst Average

10 1e-2 85.4±3.1 92.1±2.0

10 1e-3 89.4±0.7 92.6±0.3

10 1e-5 89.5±0.2 92.1±0.1

6.4 Related Work

Existing approaches for improving robustness against spurious correlations can be categorized

into two lines of research based on the tackled subproblems. A line of research focuses

on the same subproblem we tackle: effectively using the group information to improve

robustness. With group information, one can use the distributionally robust optimization

(DRO) framework and dynamically increase the weight of the worst-group loss in minimiza-

tion [72, 139, 155, 227]. Within this line of work, GroupDRO [155] achieves state-of-the-art

performances across multiple benchmarks. Other approaches use importance weighting to

reweight the groups [166, 27, 208] and class balancing to downsample the majority or up-

sample the minority [66, 45, 156]. Alternatively, (author?) [62] leverage group information

to augment the minority groups with synthetic examples generated using GAN. Another
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strategy [28, 29] involves imposing Lipschitz regularization around minority data points. Most

recently, methods that train a model using ERM first and then only finetune the last layer

on balanced data from training or validation [90], or on mixed representations [210], or learn

post-doc scaling adjustments [200] are shown to be effective.

The other line of research focuses on the setting where group information is not available

during training and tackles the first subproblem we identified as accurately finding the

groups. Recent notable works [132, 106, 43, 229, 217] mostly involve training two models,

one of which is used to find group information. To finally use the found groups, many

approaches [135, 55, 139, 172] still follow the DRO framework.

The first theoretical analysis of spurious correlation is provided by (author?) [156]. For

self-supervised learning, (author?) [35] shows that fine-tuning with pre-trained models can

reduce the harmful effects of spurious features. (author?) [221] provides guarantees in

the presence of label noise that core features are learned well only when less noisy than

spurious features. These theoretical works only provide analyses of linear models. Meanwhile,

a parallel line of work has established theoretical analysis of nonlinear CNNs in the more

realistic setting (author?) [10, 239, 201, 37, 81]. Our work builds on this line of research and

generalizes it to the study of spurious features. Lastly, we notice that a concurrent work [36]

also uses tensor power method [10] to analyze the learning of spurious features v.s. invariant

features, but in the setting of out-of-distribution generalization.

6.5 Conclusion

In conclusion, this paper addressed the challenge of spurious correlations in training deep

learning models and focused on the most effective use of group information to improve

robustness. We provided a theoretical analysis based on a simplified data model and a

two-layer nonlinear CNN. Building upon this understanding, we proposed PDE, a novel

training algorithm that effectively and efficiently enhances model robustness against spurious

correlations. This work contributes to both the theoretical understanding and practical
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application of mitigating spurious correlations, paving the way for more reliable and robust

deep learning models.

Limitations and future work. Although beyond the linear setting, our analysis still

focuses on a relatively simplified binary classification data model. To better represent real-

world application scenarios, future work could involve extending to multi-class classification

problems and examining the training of transformer architectures. Practically, our proposed

method requires the tuning of additional hyperparameters, including the number of warm-up

epochs, the number of times for dataset expansion and the number of data to be added in

each expansion.
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CHAPTER 7

Fine-tuning against Spurious Correlations for

Vision-Language Models

Vision-Language models (e.g., CLIP, DALL-E, Stable Diffusion, Imagen) are becoming perva-

sive in real-world deployments and have transformed the way large-scale model architectures

are trained and used in different applications. Their multi-modal nature has not only enabled

a large variety of tasks (e.g. text-to-image generation, visual question answering, image

captioning) but is also facilitating better learning techniques that take advantage of data

in several modalities to jointly learn embeddings that can then be reused in downstream

tasks [150, 86, 99, 237].

While the multi-modal alignment increases the expectations about model reliability due to

better grounding and larger availability of data in general, these models are still not immune

to fundamental learning problems such as dealing with spurious correlations [21, 129, 145, 4].

Therefore, when such models are used as a backbone to solve application-oriented tasks on a

given domain, existing spurious correlations specific to that domain or the fine-tuning data

that comes with it, may resurface in ways that are harmful to end users. At the same time,

retraining large models from scratch to address such issues has become a less realistic avenue

for two main reasons. First, stakeholders who need to adapt a model to a particular domain

may not necessarily have access to large-scale computation. Second, the types of spurious

correlations of interest are often domain-specific and not all of them can be anticipated

ahead of time during pre-training of a general model. Furthermore, while previous work has

studied spurious correlations in single-modal models trained with supervised learning, we note

that spurious correlations learned in a joint multimodal embedding space with contrastive
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Figure 7.1: The baby pacifier class in ImageNet is spuriously correlated with the presence
of babies, which leads the pre-trained model to be less accurate for cases when babies are
absent in the image (bottom row) and also be right for the wrong reasons when babies are
present (top row). Our approach mitigates both concerns by conveniently expressing and
decorrelating the spurious relationships in the loss function via language.

language image pretraining may not be the same due to differences in inputs and training

objectives. For instance, we found that certain spurious correlations commonly studied in

supervised learning of vision models, such as the correlation between gender and hair colors in

the CelebA dataset [109], were not learned by multimodal models with contrastive language

image pretraining. This suggests that spurious correlations in multimodal models may exhibit

unique characteristics that require further investigation.

Building on the challenges of spurious correlations in vision-language models and the

need for efficient mitigation methods, we introduce a contrastive learning approach that

leverages the multi-modality of CLIP as a vision-language model to detect and mitigate
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spurious correlations through language in fine-tuning time. In the detection stage, our method

extracts linguistic attributes from the image and tests whether their presence or absence

affects model performance. If the accuracy of the model drops when a specific attribute is not

present, it indicates that the attribute is either an overemphasized but necessary attribute

(e.g., misclassifying taxi cabs that are not yellow) or a spurious correlation (e.g., misclassifying

boats when there is no water in the background) [171]. Assuming that a practitioner or

domain expert in the loop can determine whether the attribute is healthy or spurious, in the

next stage, our method mitigates the identified spurious correlation by extending the current

contrastive language-vision learning techniques with a set of additional loss functions that

explicitly i) decorrelate spurious attributes from the class names in language, and ii) push

away both the vision representations across classes and language representations of templates

substituted with different class labels. It is worth noting that our approach only fine-tunes

the projections to the joint embedding space. Since the projection layers contain much

fewer parameters than the full models, our method requires significantly less computational

resources compared to extensive retraining from scratch without losing features learned in

pretraining.

In contrast to previous work which requires human annotations about spurious or group

attributes [155], our approach uses automatically detected language-based descriptions of

spurious attributes that can then directly be expressed and used in optimization to set them

apart from affected classes. While domain experts are still required in this method to judge

whether a detected co-occurence is a spurious attribute or not, this still minimizes labeling

human supervision per example. Fine-tuning experiments with two datasets, Waterbirds and

Imagenet, show that the proposed approach offers a better trade off between the average

accuracy and worst-group accuracy (i.e., examples when the spurious attribute is not present)

and can better align model explanation maps to the class of interest.

It is worth noting that our work differs from existing studies that focus on spurious

correlations learned by vision models [155, 132, 43, 106, 134, 77]. Instead, we investigate

spurious correlations learned by multimodal models during pre-training with the contrastive
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language-image loss. Although larger models may be less accurate than specialized models

on certain tasks, practitioners may still choose to use a pretrained model for reasons such

as maintenance and data availability. In addition, having enough labeled data to train a

specialized vision model may not always be possible. In such cases, the larger pretrained

model trained on noisy image-caption pairs may have already encoded useful information

about the concept, and our method is useful for scenarios where one needs to maintain this

generality while mitigating found issues for a specific domain.

Moreover, the multimodal nature of these models opens up new opportunities for detecting

and mitigating failures without the need for additional annotation data, such as attributes

or bounding boxes, to guide the model’s attention. By leveraging the information encoded

in the joint embedding space, our approach improves the model’s attention in GradCAM

explanations and quantitatively in AIoU scores, a new metric we proposed for evaluating

the model’s attention. This finding is particularly noteworthy as the need for metadata

annotations and grounding has been a significant barrier for several applications, especially

during cold starts.

In summary, our contributions are:

• A language-based approach that detects spurious correlations with practitioner supervision

but no spurious attribute labeling.

• A loss function that extends current contrastive vision-language learning for mitigating

spurious correlations in vision through language.

• A set of experiments that showcase how to use the proposed detection and mitigation

approach in practice for the CLIP model as well as its effectiveness in datasets with known

and unknown spurious correlations.

7.1 Related Work

Explaining and Debugging Trained Models. Several algorithms have been proposed

to semantically explain and analyze trained neural networks, including distilling the decision
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modes into decision trees [230, 171], training classifiers in the latent space [78, 212], and

embedding inputs with joint vision-language representations to find the error slices with

a mixture model [57]. These methods usually accompany the semantic explanations with

feature attention maps, e.g., GradCam [162]. The authors of [165] conducted a comprehensive

study on ImageNet [153] by manually relabeling it and uncovered multiple instances of label

noise and disagreement in the dataset. In this paper, we are only interested in discovering

and mitigating spurious correlations, which are introduced next.

Enhancing Robustness to Spurious Correlations. We study spurious correlations

in the context of deep learning, as they have been formally discussed in [155]. Given a

classification dataset D with labels Y, if there exist spurious attributes A that are highly

correlated with Y, a deep neural network trained on this dataset is likely to learn A as

features to distinguish Y , even if the attribute is not conceptually part of the class concept.

For example, in Figure 7.1, a pretrained CLIP-RN50 model [150] learned to use baby to

identify baby pacifier because they often appear together in ImageNet [153], instead of actually

learning the baby pacifier itself.

To prevent deep learning models from learning such spurious correlations from biased data,

recent work proposed training strategies robust to spurious attributes for either vision or

language models [155, 132, 43, 106, 134, 77]. The spurious label of each training example (e.g.,

whether this example contains the spurious feature) is either provided [155, 77] or inferred

by training a reference model [132, 43, 106, 134] until it learns the spurious correlations.

Other approaches indirectly estimate and use the causal effect of hidden non-labeled spurious

attributes in pre-training [117].

However, these studies all focus on training unimodal models with datasets that contain

known spurious features, and spurious correlations learned by pretrained multimodal models

have not been extensively studied. To the best of our knowledge, we are the first to propose a

fine-tuning approach for mitigating spurious correlations in multimodal models. While [228]

also studied CLIP’s robustness to group shifts including spurious correlations, their method

is designed for transfer learning rather than fine-tuning the learned embedding space.
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Correcting Vision Models using Language. There is a line of recent work aiming

to fix vision classifiers with language inputs. (author?) [145] uses attention maps from a

pre-trained CLIP to supervise a CNN classifier’s spatial attention. (author?) [232] probes a

vision classifier trained on the joint vision-language embedding space of CLIP using language

embeddings of attributes, identifies the attributes causing most failures, and generates a large

set of natural language inputs with the influential attributes to rectify the model. However,

this line of work aims to guide CNN classifiers rather than fixing CLIP models and does not

prevent spurious feature usage.

7.2 Spurious-aware Contrastive Language Image Fine-tuning

Background. Contrastive Language-Image Pretraining (CLIP) learns from millions of

image caption pairs, by maximizing the agreement between representations of every image and

the representations of its corresponding caption. Specifically, the CLIP architecture consists

of (i) an image encoder network, (ii) a text encoder network, and (iii) a contrastive objective

that pulls the embeddings of every image and its corresponding caption together while pushing

apart embeddings of the image from other captions in the same minibatch. Formally, for a

minibatch of N image-captions pairs {Ij, Tj}Nj=1, and their encoded embeddings {Iej , T e
j }Nj=1,

the CLIP loss is defined as follows:

LCLIP =− 1

2
E(Ii,Ti) log

[
e⟨Iej ,T e

j ⟩/τ∑N
k=1 e
⟨Iej ,T e

k⟩/τ

]
(7.1)

− 1

2
E(Ii,Ti) log

 e⟨Iek,T e
k⟩/τ∑N

j=1 e
⟨Iej ,T e

k⟩/τ

 ,

where ⟨., .⟩ represents the inner product, and τ is a trainable temperature parameter. For

finetuning CLIP on a dataset of images and their labels, such as Waterbirds, the labels are

replaced in the engineered prompt templates, such as “A photo of a {label}", “A photo of a

{label}, a type of bird.”, etc. Then, the loss is minimized on the images paired with templates

built with image labels. We use all 80 templates described in [150].
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For a given spurious attribute (e.g. water or land background in the Waterbirds dataset),

we will use the following losses to eliminate the spurious correlation during fine-tuning. Please

note that the contrastive losses below use the class information to pull together representations

of examples from the same class label, and push away representations of examples from

different class labels. The spurious losses use the spurious attribute detected in the spurious

correlation detection stage (Section 7.3) to pull together representations of examples with the

same spurious attribute (e.g. attribute present) and push away representations of examples

with a different spurious attribute (e.g. attribute absent).

Here, we will use the following construct as a basis for the definition of all loss terms: a

cross-group representation similarity term that pulls together representations from the same

group and pushes away representations of different groups. The representations can be either

in the vision or language space. We reuse this construct to extend CLIP contrastive learning

to improve classification and also mitigate spurious correlations. Let G1 = {(Ip, Tp)}Pp=1 be

the set of examples in one group of examples in the minibatch, and G2 = {(Iq, Tq)}Qq=1 the

set of examples in another group of the same minibatch, as defined by the relationship of

a given example in the minibatch (Ii, Ti) to these groups. Depending on the loss term, the

relationship between examples can be either due to examples belonging to the same class or

having the same spurious attribute value. Then, the cross-group representation similarity

defined across two modalities of representation embeddings A and B is:

CS=−E (Ii,Ti),
(Ip,Tp)∈G1

(Iq ,Tq)∈G2

log e⟨Ae
i ,B

e
p⟩/τ∑P

p=1 e
⟨Ae

i ,B
e
p⟩/τ +

∑Q
q=1 e
⟨Ae

i ,B
e
q⟩/τ



Contrastive Image Loss The first term is a contrastive image loss which pulls together

image representations of a class, and pushes away image representations of different classes

in the vision model. Let Gl = {(Ip, Tp)}Pp=1 be the set of examples in the minibatch with the

same label as example (Ii, Ti), i.e., Ti=Tp, and Ĝl = {(Iq, Tq)}Qq=1 be the set of examples

with a different label. Then the contrastive image loss within the vision representation
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embeddings I is defined as:

Lvc=CS(Gl, Ĝl, I, I) (7.2)

Contrastive Language Loss The second term is a contrastive language loss which pulls

together language representations of templates of a class in the language model, and pushes

away language representations of different classes. Let Gl = {(Ip, Tp)}Pp=1 be the set of

examples in the minibatch with the same label as example (Ii, Ti), i.e., Ti=Tp, but with

different templates. Let Ĝl = {(Iq, Tq)}Qq=1 be the set of examples in the minibatch with

a different label. Then the contrastive language loss within the language representation

embeddings T is defined as:

Llc=CS(Gl, Ĝl, T, T ) (7.3)

Spurious Image Loss The third term is a spurious contrastive image loss which pulls

together image representations of each group of examples in a class, and pushes away image

representations of different groups of examples. For example, it pulls together images of

waterbirds with water background, and pulls them away from images of waterbirds with land

background and from landbird images with water or land background.

Assume Gs = {(Ip, Tp)}Pp=1 is the set of images in the minibatch with the same spurious

attribute as example (Ii, Ti), and {Ĝs = (Iq, Tq)}Qq=1 is the set of examples with a different

spurious attribute than example (Ii, Ti). A different spurious attribute here could also

mean that the spurious attribute is absent. Then, the spurious image loss within the vision

representation embeddings I is defined as:

Lvs=CS(Gs, Ĝs, I, I) (7.4)

Spurious Language Loss The last term is a spurious contrastive language loss which

pulls together language representations of each group of examples in a class, and pushes away
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language representations of different groups of examples. Assume Gs = {(Ip, Tp)}Pp=1 is the

set of examples in the minibatch with the same spurious attribute with example (Ii, Ti),

and Ĝs = {(Iq, Tq)}Qq=1 is the set of examples with a different spurious attribute in the

minibatch. Note that, a different spurious attribute here could also mean that a spurious

attribute is absent. Then, the spurious language loss within the language representation

embeddings T is defined as:

Lls=CS(Gs, Ĝs, T, T ) (7.5)

The final loss is the sum of all the terms above:

L = LCLIP + Lvc + Llc + Lvs + Lls. (7.6)

In practice, either Lvs or Lls can be combined with Llc to effectively eliminate the spurious

correlation. If spurious attribute annotation labels are available, one can use Lvs. If spurious

attribute annotation labels are not available Lls can provide a good separation between

groups in different classes. In all experiments reported hereafter we show results for both,

and the ablation study in Section 9.6.1 details the tradeoffs between these and other choices.

From an implementation perspective, all language-related losses could be implemented

across examples or templates. Our implementation follows a template-based approach.

7.3 Spurious Correlation Detection

This section introduces our pipeline for detecting and evaluating spurious correlations learned

by a pretrained model. While we apply this pipeline to CLIP models in this work, it

can be generalized to other pretrained models as well. The approach closely follows previ-

ously discussed techniques [171, 138] but relies on automatically generated annotations for

attributes.
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Figure 7.2: Spurious correlation detection based on attributes from an open-vocabulary
detector and accuracy discrepancy scores of the model between examples when the spurious
attribute is present or absent.

7.3.1 Methodology

For any given fine-tuning dataset, we are interested in knowing whether CLIP (or any

other pretrained models) has learned any spurious correlations for the classes in the dataset.

According to the definition of spurious attributes introduced in Section 7.2, models that

have learned a certain spurious correlation usually show better performance (e.g., higher

classification accuracy) on examples with that spurious attribute. For example, a model that

majorly relies on the presence of an emergency vehicle to detect an accident, would have a

lower accuracy in detecting accidents when there are no emergency vehicles around.

We use the pipeline depicted in Figure 7.2 to (1) find such spurious attributes for a class

of interest if the spurious attributes are unknown, and (2) measure how much each spurious

attribute negatively affects the model.

Spurious Detection. For the case where the spurious attribute is unknown, we first use

an open-vocabulary detector, OWL-ViT [121], to detect potential spurious attributes for

examples in the fine-tuning data. We use the synsets of object names in Visual Genome [95]

as our list of attributes to detect after removing objects that are classes of the fine-tuning

data.
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Spurious Evaluation. We define δ(D, s) as the model accuracy discrepancy between

examples in dataset D with the attribute s and those without it.

δ(D, s) = acc(D|s = 1)− acc(D|s = 0). (7.7)

Attributes detected in the fine-tuning dataset can then be ranked by their accuracy discrepancy

scores. The higher the discrepancy, the more this attribute could harm the generalization

performance of the pretrained model. Since model failure modes and in particular spurious

correlations are often specific to the class [138], for the ImageNet studies we compute and

sort the discrepancy scores per class. While the drop in accuracy with the absence of the

spurious attributes are good indicators of spurious correlations, such drops may also happen

for healthy attributes that are part of the class definition (e.g., the yellow color for taxi cabs

albeit not all taxis are yellow).

Thus, for practical usages of our approach, we imagine this step to involve some miminal

human investigation from domain experts or ML practitioners to judge whether the attribute

is healthy or a potential spurious correlation. Humans can make this call based on their

domain knowledge or one of the vision interpretability techniques (e.g, Grad-CAM, Integrated

Gradients etc.). Nevertheless, this kind of supervision is considerably more lightweight than

annotating attributes or manually inspecting individual examples. Table 7.3 shows several

examples of previously unknown spurious correlations we found for CLIP in ImageNet.

7.4 Experiments

7.4.1 Backbones

CLIP uses two main groups of visual backbones, ResNets (RN) and Visual Transformers (ViT),

and reported model performance separately for models with these two types of backbones in

[150]. In particular, ResNet-50 (RN50) and ViT-L/14@336px 1 are used as the prototypes of

1ViT-L/14@336px refers to ViT-L/14 model fine-tuned on 336-by-336 pixel input images.
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Table 7.1: Statistics of the Waterbirds training data.

Land Water

Landbirds 3498 184
Waterbirds 56 1057

these two groups of models. Therefore, we follow [150] and study CLIP models with RN50

and ViT-L/14@336px visual backbones in our experiments.

For all experiments, we freeze both the language and vision encoders and only fine-tune

the projection layers. Keeping both encoders intact is not only more lightweight but also

resulted in better overall and worst-group accuracy for all studied datasets in our preliminary

experiments.

7.4.2 Datasets

Waterbirds. Waterbirds [155] is the most commonly used benchmark dataset for studying

spurious correlations. It combines birds segmented from the CUB dataset [195] and the

background in dataset [234] in an imbalanced way such that the background can be used

as a spurious attribute for bird classification. Table 7.1 shows the sample size of each class-

background combination in the Waterbirds training set. As landbirds appear more with land

background and waterbirds are more often on water background in the training set, models

fine-tuned on this dataset often learn to rely on the background instead of the birds.

ImageNet-1K. (author?) found that some features are spuriously correlated with some

categories in ImageNet-1K [153]. For example, 55% of training examples in the “Rhodesian

ridgeback" class can be correctly classified by a robust ResNet-50 model but the accuracy

drops significantly to 24% when the dogs are not wearing a collar. We use the spurious

detection pipeline shown in Figure 7.2 to find top-5 attributes with the highest accuracy

discrepancy on CLIP for each class and attribute, and then rank the top attributes from

all classes. Based on our inspection of the top attributes, we find a number of previously

unknown spurious attributes learned by CLIP-RN50 with ImageNet as shown in Table 7.3.
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Out of this list, in the mitigation experiments we choose to mitigate the first major spurious

correlation that has a high accuracy discrepancy: Baby pacifier class where the spurious

attribute is baby face. CLIP accuracy drops by 69.1% for classifying baby pacifiers when

there is no baby in the image. Note that since the validation set for ImagenNet contains only

50 images per class, we run the spurious correlation detection and evaluation stages on the

training data instead, while mitigation results are presented for the test data. Figures 7.3

and 7.6 show further evidence of the pre-trained model focusing on the spurious attributes

rather than the class itself.

Another dataset we considered for evaluation is CelebA [109] for the task of hair color

classification. Previous work [117, 155] has shown that models trained on such data can have

a lower accuracy for small groups defined by the gender attribute such as men with blond

hair, since this group has a low representation in the training data. It turns out however that

model accuracy does not degrade for this group using CLIP model, which is why we do not

present results on CelebA in this paper.

7.4.3 Metrics

We use the following metrics to evaluate the predictions and explanations of each model.

We argue that only by obtaining high performance in both aspects, an algorithm can be

proven to address the spurious correlations and that the correct model predictions are “right

for the right reasons”.

1. Average Accuracy. Classification accuracy averaged over classes on the test set. For the

Waterbirds dataset, the test data is enriched and balanced to improve the accuracy of the

evaluation, but this can lead to a discrepancy between the distribution of the test data

and the training data. Following previous works, we report the adjusted average accuracy

suggested by [155], which weights the test accuracy of each group by their sizes in the

training data.

2. Worst-group Accuracy. The lowest model accuracy across groups as defined by the
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spurious attribute and the class of interest.

3. Adjusted Intersection-over-Union (AIoU). Previous works have used binary attribute

maps to compute an Intersection-over-Union (IoU) score with the ground-truth bounding

box [137]. While IoU is a standard metric for object localization, using the standard IoU

to evaluate the quality of attribute maps can be less reliable because the score highly

depends on the threshold used for binarizing the attribute maps. To circumvent threshold

dependency, we adapt the formulation such that it instead uses a min operator (instead of

the binary intersection) between a bounding box By and an explanation map My, where y

is the ground truth class. Similarly, we use a max operator (instead of binary union) in

the denominator between the bounding box and the map.

IoU(M,B) =

∑
j,k min(Mjk, Bjk)∑
j,k max(Mjk, Bjk)

,

0 ≤ j ≤ h, 0 ≤ k ≤ w.

(7.8)

Equation 7.8 measures the alignment between an explanation map and the ground truth

bounding box but it does not take into consideration that despite a good alignment with

the bounding box for true class, the explanation maps of other classes may still span

across the bounding box of the ground truth class. Therefore, we use a definition of IoU

that adjusts its denominator to include the class whose explanation map most intersects

with the ground truth bounding box.

AIoU =
IoU(My, By)

IoU(My, By) + max
y′∈[C\y]

IoU(My′ , By)
. (7.9)

In our experiments, we used GradCAM [162] for the explanation maps. While GradCAM

explanations may not be perfectly aligned with the model’s attention, their usage has

shown practical benefits for model debugging [222, 168, 117].
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Table 7.2: Accuracy of different groups of Waterbirds on pre-trained ResNet- and Transformer-
based CLIP models.

(RN50) Land Water

Landbirds 93.44% 44.92%
Waterbirds 59.03% 91.59%

(ViT-L/14@336px) Land Water

Landbirds 99.29% 90.20%
Waterbirds 33.96% 55.61%

7.4.4 Baselines

We compare our approach with pre-trained CLIP [150], fine-tuned CLIP with the training

dataset in hand using the original contrastive vision and language loss as described in

Equation 7.1, Empirical Risk Mimimization (ERM), and Group DRO [155]. Group DRO is

a distributionally robust optimization approach that minimizes worst-group loss and uses

strong regularization. The methods requires attribute annotations to define groups being

used during optimization. ERM instead is the standard empirical risk minimization technique

for minimizing classification loss.

Reproducibility. Both CLIP models (CLIP-RN50 and CLIP-ViT) and prompt templates

we use in our experiments are officially released by OpenAI2[150]. The Waterbirds dataset

is from the WILDS library [92]. We used the SGD optimizer for all the experiemnts, and

tuned the learning rates and weight decays for ERM, GroupDRO and CLIP-based loss

(CLIP-finetuning and our method) separately. Our method uses learning rate 1e-5 with

weight decay 1e-4. The code will be publicly available upon publication.

2https://github.com/openai/CLIP
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Table 7.3: Spurious correlations found for CLIP RN50 on ImageNet.

Class Spurious Confused Acc.
Attribute Class Discrepancy

baby pacifier baby water bottle 62.1%
can opener can letter opener 45.2%
eraser hand pencil case 18.5%
whistle ring padlock 15.2%
pencil sharpener pencil pencil case 8.37%

Table 7.4: Results of fine-tuning CLIP with Waterbirds. Average and worst-group performance
is evaluated on the test set with models early stopped at the highest worst-group accuracy on
the validation set. Worst groups: Landbird on water for RN50; Waterbird on land for ViT.

Model ResNet-50 ViT-L/14@336px
Accuracy AIoU Accuracy AIoU

Avg. Worst-group Avg. Worst-group Avg. Worst-group Avg. Worst-group

Pre-trained CLIP 90.8% 44.9% 0.507 0.479 88.5% 34.0% 0.579 0.551
Fine-tuned CLIP 81.3% 77.1% 0.510 0.128 97.2% 89.7% 0.687 0.697

ERM 93.5% 54.4% 0.514 0.139 96.8% 58.1% 0.636 0.680
Group DRO 83.3% 73.7% 0.509 0.274 94.1% 90.8% 0.669 0.644
Ours(Llc+Lvc+Lls) 84.7% 77.5% 0.628 0.499 97.1% 89.7% 0.698 0.711
Ours(Llc+Lvc+Lvs) 83.2% 77.5% 0.654 0.587 96.9% 90.5% 0.716 0.709

7.4.5 Spurious Correlation Detection Results

Waterbirds. Table 7.2 shows model accuracy across the four groups as defined by class

and spurious attribute definitions. The underlined groups show the worst-group accuracies

for each model. For both models, there is a high accuracy discrepancy between groups from

the same class. Figures 7.4 and 7.5 show examples of explanations from Pre-trained CLIP

where explanations do not overlap with birds.

Imagenet. Table 7.3 shows examples of prominent spurious correlations found for Pre-

trained CLIP RN50. It is interesting to see how the found spurious attributes are concepts

that are indeed highly related to the class but not necessarily part of the class definition.

The natural co-occurence of these concepts leads the model to incorrectly rely rather on the

attribute as shown in Figure 7.3.
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7.4.6 Spurious Correlation Mitigation Results

Waterbirds. Table 7.4 summarizes our results on the Waterbirds dataset for both Resnet-50

and ViT-L/14@336px. Our method of mitigating spurious correlations through language

has the best worst-group accuracy for ResNet-50 and second-best worst-group accuracy for

ViT, maintaining a competitive average accuracy. What is of most interest from a mitigation

perspective, is that the model ability to be right for the right reasons is indeed better for our

method as indicated by the AIoU scores. These results are also qualitatively confirmed by

visual explanation maps as shown in Figures 7.4 and 7.5, demonstrating that (i) the spurious

correlation is present on the first place (pre-trained CLIP), (ii) it persists in the explanation

maps of GroupDRO despite this method being competitive in both worst-group and average

accuracy, and (iii) it is visibly alleviated though our approach whose explanations align with

the available ground truth segmentations for the dataset. When comparing the two different

variants of our method using the spurious language loss and image loss, we observe that the

spurious image loss leads to better AIoU scores potentially because decorrelation is easier

in the image representation, albeit for this method to work reliable attribute annotations

are required. Using the spurious language loss is however still appealing with respect to

both worst-group accuracy and AIoU. Note that implicitly, this method, and generally

mitigating spurious correlations through language, relies on the capability of the model to

map the spurious attribute from language to vision, which may not always be the case for

the pre-trained vision-language models. The spurious attributes studied in this paper are

based on the language concepts that are perhaps well-learned and mapped in a multi-modal

way in CLIP (e.g., baby, water, land) but in other cases of less-frequent or domain-specific

attributes, using the spurious image loss may be a more realistic avenue.

When comparing these findings between the two different model backbones we observe

that AIoU scores for the ViT model are higher for all methods than their corresponding

ResNet versions, indicating that the larger transformer-based model is perhaps more prone

to improve upon using such mitigation techniques or even standard fine-tuning.

ImageNet-1K. Here, we choose one of the most spurious correlations we found for the
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Table 7.5: Results of fine-tuning CLIP-RN50 with a subset of ImageNet classes, “baby pacifier"
and “water bottle". Both average and worst-group performance are evaluated with models
early stopped at the highest worst-group accuracy on the validation set.

Class 680 Accuracy AIoU
Baby Pacifier Avg. Worst Avg. Worst

Pre-trained 73.7% 30.8% 0.651 0.380
Fine-tuned 94.1% 91.7% 0.650 0.571

ERM 94.9% 96.2% 0.661 0.454
Group DRO 89.6% 93.1% 0.661 0.568
Ours(Llc+Lvc+Lls) 94.9% 96.2% 0.720 0.645

CLIP ResNet50: the baby pacifier class where the spurious attribute is baby face. The

accuracy discrepancy between cases when there is a baby and no baby in the image is 69.2%

in the validation set, with a worst-group accuracy of 30.8%. The most confusing class for

baby pacifier is water bottle. For all methods, we then fine-tune the CLIP RN50 model with

the training data from these two classes: baby pacifier and water bottle to understand if such

an isolated mitigation could positively align the model. In Table 7.5 we see that in terms of

both average accuracy and worst-group accuracy, the baseline ERM method performs just

as well as our methods. However, since the test dataset in this case is rather small (only

50 images per class), it is useful to also look at the alignment of explanations. Figure 7.6

illustrates this visually, highlighting that GradCAM maps are not focused on the baby face

for our approach, which is the case for other methods. The same result is confirmed by the

higher AIoU scores.

Limitations. While the method proposed here shows promising results for mitigat-

ing spurious correlations, learning pipelines often face a combination of problems that go

beyond spurious features and involve other out-of-distribution shifts. We illustrate these

concerns through a running example from ImageNet in Appendix 9.6.2 and show that current

decorrelation methods may not be sufficient when models deal with issues such as high

concept variation, insufficient data, label noise, or visual commonalities between spurious

and non-spurious features.
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7.5 Conclusion and Future Work

We proposed a language-based approach to mitigate spurious correlations of CLIP, as a

contrastive learning vision and language model. Our focus on mitigations that can be

initiated through language is motivated by the fact that spurious attribute annotations may

not always be available. The contrastive loss function formulation guiding the spurious

attribute decorrelation is applied at fine-tuning time and is effective even when the language

and image encoders are excluded from the fine-tuning process. Besides the computational

convenience, this is a promising finding speaking to the foundational nature of the larger

representations. The work opens up several questions for future research, including the

scalability of such methods when mitigating several spurious correlations at the same time.

While this work focused on spurious correlations for classification tasks, studying the problem

from a representational bias perspective and how spurious correlations may feed issues in

representation fairness is an important relevant direction with several societal implications.

Finally, we see opportunities in further leveraging model multi-modality and language-initiated

mitigation actions to either generate teaching samples for mitigations or high-level instructions

for the model to follow.
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Class: 
Baby Pacifier
Spurious attribute: 
Baby

Class: 
Can Opener
Spurious attribute: 
Can

Class: 
Pencil Sharpener
Spurious attribute: 
Pencil

Class: 
Eraser
Spurious attribute: 
Hand

Class: 
Whistle
Spurious attribute: 
Ring

Figure 7.3: GradCAM explanations for cases when Pre-trained CLIP RN50 relies on the
spurious classification described in Table 7.3.
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Figure 7.4: GradCAM explanations for different approaches based on CLIP RN50 for the
Waterbirds dataset.
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Figure 7.5: GradCAM explanations for different approaches based on CLIP ViT-L/14@336px
for the Waterbirds dataset.
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Figure 7.6: GradCAM explanations for different approaches based on CLIP RN50 for the
ImageNet dataset.
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CHAPTER 8

Conclusion and Future Work

In conclusion, my research efforts have yielded significant advancements in the field of

improving the efficiency, robustness, and generalization performance of deep learning models.

Chapter 2 introduced CREST, a scalable framework that provides rigorous theoretical

guarantees for identifying valuable training examples in non-convex models, specifically deep

networks. By modeling the non-convex loss as a piece-wise quadratic function and extracting

mini-batch coresets for each sub-region, CREST helps deep learning models achieve faster

convergence. I demonstrated the effectiveness of our approach through extensive experiments

on vision and NLP tasks.

Chapter 3 introduced SmallToLarge (S2L), a data selection method for efficiently fine-

tuning large language models (LLMs). S2L leverages training trajectories from smaller proxy

models to select representative subsets, drastically reducing data requirements while maintain-

ing performance. Experiments on mathematical reasoning and clinical text summarization

demonstrated its scalability and effectiveness, with significant improvements in efficiency for

specialized domains.

In Chapter 4, I introduced EPIC, an efficient defense mechanism against various data

poisoning attacks. My analysis revealed that only a small number of poisons with gradients

close to the target’s can cause successful attacks. By dropping the isolated examples in the

gradient space and training on large gradient clusters of each class, EPIC significantly reduces

the success rate of state-of-the-art targeted attacks. Importantly, my proposed algorithm

EPIC is effective against strong poisoning attacks and seamlessly integrates into standard

deep learning pipelines.
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In Chapter 5, I investigated the learning of spurious features in neural networks during

gradient-based training. My analysis showed that large groups of examples with spurious

features are separable based on the model’s output early in training. Moreover, when spurious

features have a low noise-to-signal ratio, the network’s output becomes predominantly

determined by these features, rendering it invariant to core features. To address this, I

proposed the SPARE algorithm, which effectively separates and balances these groups

through clustering and importance sampling. Experimental results demonstrated superior

performance in terms of worst-group accuracy on various datasets, including its applicability

to discovering and mitigating spurious correlations in Restricted ImageNet.

In Chapter 6, I introduced PDE (Progressive Data Expansion), a method designed to

improve robustness against spurious correlations while maintaining data efficiency. PDE

employs a two-stage pipeline: it starts with a balanced subset of examples to provide an

unbiased foundation for training, then progressively expands the training set to include

more diverse examples. This strategy helps guide models toward learning core features over

spurious ones. Experimental results demonstrated state-of-the-art worst-group accuracy on

datasets like CivilComments-WILDS and CelebA, showcasing PDE’s ability to address biases

while preserving training efficiency.

Chapter 7 focused on mitigating spurious correlations in multimodal models like CLIP.

This work proposed a contrastive learning approach that uses language to identify and

decorrelate spurious attributes during fine-tuning. Evaluations on datasets like Waterbirds

and ImageNet showed substantial improvements in worst-group accuracy and highlighted the

method’s ability to realign model attention toward core features, improving both robustness

and interpretability.

Building on my contributions, several promising research directions can further advance

the field of data efficiency and robustness. First, expanding data selection frameworks to

handle large, heterogeneous, and multimodal datasets presents an exciting opportunity. By

integrating diverse data types such as text, images, and structured data, these methods can

optimize efficiency while maintaining domain relevance in increasingly complex tasks. Second,
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mitigating spurious correlations in generative AI and multimodal systems offers a critical

avenue for improving fairness and reliability. Extending the techniques developed in my CLIP

spurious correlation work, future research could address challenges in tasks such as text-to-

image generation and cross-modal reasoning. Third, developing dynamic, real-time data

selection methods that adaptively update subsets as new data becomes available is essential

for applications requiring continuous learning, such as online platforms and autonomous

systems.
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CHAPTER 9

Appendices

9.1 Appendix for Chapter 2

9.1.1 Proofs

We assume that the stochastic gradients are unbiased and have a bounded variance, i.e.,

Ei∈V [∥gt,i − gt,V ∥] = E[∥ζζζt∥] = 0, Ei∈V [∥gt,i − gt,V ∥2] = E[∥ζζζt∥2] ≤ σ2. (9.1)

Also assume that the function L is L-gradient Lipschitz, i.e.,

∥∇L(www1)−∇L(www2)∥ ≤ L∥www1 −www2∥, ∀www1,www2 ∈ W . (9.2)

Then, we have that:

|L(www1)− L(www2)− ⟨∇L(www2),www1 −www2⟩ | ≤
L

2
∥www1 −www2∥2, ∀www1,www2 ∈ W . (9.3)

We can write the gradient descent updates when training on mini-batch coresets found by

Spare, as follows:

wwwt+1 ← wwwt − ηt(∇L(wwwt) + ζ̃ζζt), s.t. ζ̃ζζt = ζζζt + ξξξt (9.4)

where ζζζt is the error of random subset Vp in capturing the full gradient, and ξξξt is the error of

mini-batch coreset Sp
l in capturing the gradient of Vp.

We build on the analysis of [61] and characterize the effect of the coreset gradient error
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on the convergence. From Eq. (9.3), (9.4) we have:

L(wwwt+1) (9.5)

≤ L(wwwt) + ⟨∇L(wwwt),wwwt+1 −wwwt⟩+
L

2
η2t ∥∇L(wwwt) + ζ̃ζζt∥2 (9.6)

≤ L(wwwt)− ηt

〈
∇L(wwwt),∇L(wwwt) + ζ̃ζζt

〉
+

L

2
η2t ∥∇L(wwwt) + ζ̃ζζt∥2 (9.7)

= L(wwwt)− ηt∥∇L(wwwt)∥2 − ηt

〈
∇L(wwwt), ζ̃ζζt

〉
+

L

2
η2t

[
∥∇L(wwwt)∥2 + 2

〈
∇L(wwwt), ζ̃ζζt

〉
+ ∥ζ̃ζζt∥2

]
(9.8)

= L(wwwt)− (ηt −
L

2
η2t )∥∇L(wwwt)∥2 − (ηt − Lη2t )

〈
∇L(wwwt), ζ̃ζζt

〉
+

L

2
η2t ∥ζ̃ζζt∥2 (9.9)

For ηt < 2/L, we have ηt − Lη2t /2 > 0. Summing up the above inequalities and re-arranging

the terms, we obtain:

N∑
t=1

(ηt −
L

2
η2t )∥∇L(wwwt)∥2 (9.10)

≤ L(www0)− L(wwwN+1)−
N∑
t=1

(ηt − Lη2t )
〈
∇L(wwwt), ζ̃ζζt

〉
+

L

2

N∑
t=1

η2t ∥ζ̃ζζt∥2 (9.11)

≤ L(www0)− L∗ −
N∑
t=1

(ηt − Lη2t )
〈
∇L(wwwt), ζ̃ζζt

〉
+

L

2

N∑
t=1

η2t ∥ζ̃ζζt∥2, (9.12)

= L(www0)− L∗ −
N∑
t=1

(ηt − Lη2t ) ⟨∇L(wwwt), ζζζt + ξξξt⟩+
L

2

N∑
t=1

η2t ∥ζζζt + ξξξt∥2, (9.13)

= L(www0)− L∗ −
N∑
t=1

(ηt − Lη2t ) ⟨∇L(wwwt), ζζζt + ξξξt⟩+
L

2

N∑
t=1

η2t (∥ζζζ2t∥+ ∥ξξξ2t∥+ 2 ⟨ζζζt, ξξξt⟩),

(9.14)

where L∗ is the optimal solution and Eq. (9.12) follows from the fact that L(wwwN+1) ≥

L∗. Taking expectations (with respect to the history ΨN of the generated random pro-

cess) on both sides of Eq. (9.14) and noting that E[∥ζζζt∥] = 0, and E[∥ζζζt∥2] ≤ σ2, and

E[⟨∇L(wwwt), ζζζt⟩ |Ψt−1] = 0, and E[⟨ζζζt, ξξξt⟩ |Ψt−1] = 0 (since ∇L(wwwt) and ξξξt and ζζζt are indepen-
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dent), we obtain:

N∑
t=1

(ηt −
L

2
η2t )EΨN

[∥∇L(wwwt)∥2] ≤ L(www0)− L∗−
N∑
t=1

(ηt − Lη2t )EΨN
[⟨∇L(wwwt), ξξξt⟩]

+
N∑
t=1

L

2
η2t (

σ2

r
+ EΨN

[∥ξξξt∥2]).

(9.15)

Next, we analyze convergence under two cases: (1) where E[∥ξξξt∥] ≤ ϵ∥∇L(wwwt)∥, and (2)

where E[∥ξξξt∥] ≤ ϵ.

Case 1. Assuming E[∥ξξξt∥] ≤ ϵ∥∇L(wwwt)∥ for 0 ≤ ϵ < 1. With 1/L ≤ ηt < 2/L, we have

ηt − Lη2t ≤ 0. Hence,

N∑
t=1

(ηt−
L

2
η2t )EΨN

[∥∇L(wwwt)∥2] ≤L(www0)−L∗−
N∑
t=1

(ηt − Lη2t )ϵEΨ[∥∇L(wwwt)∥2]

+
N∑
t=1

L

2
η2t (

σ2

r
+ϵ2EΨN

[∥∇L(wwwt)∥2]).

(9.16)

Hence,

N∑
t=1

(
ηt −

L

2
η2t + ϵ(ηt − Lη2t )−

L

2
η2t ϵ

2

)
EΨN

[∥∇L(wwwt)∥2] ≤ L(www0)− L∗ +
Lσ2

2r

N∑
t=1

η2t ,

(9.17)
N∑
t=1

(
(1 + ϵ)ηt −

L

2
(1 + ϵ)2η2t

)
EΨN

[∥∇L(wwwt)∥2] ≤ L(www0)− L∗ +
Lσ2

2r

N∑
t=1

η2t ,

(9.18)

and we get:

EΨN
[∥∇L(wwwt)∥2] ≤

1∑N
t=1(1 + ϵ)ηt − L

2
(1 + ϵ)2η2t

[
L(www0)− L∗ +

σ2L

2r

N∑
t=1

η2t

]
(9.19)
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If ηt < (1 + ϵ)/(L
2
(1 + ϵ)2) = 2/L(1 + ϵ), then (1 + ϵ)− L

2
(1 + ϵ)2ηt > 0 and we have:

EΨN
[∥∇L(wwwt)∥2] ≤

1∑N
t=1 ηt

[
2(L(www0)− L∗) +

σ2L

r

N∑
t=1

η2t

]
. (9.20)

For a random iterate R of a run of the algorithm that is selected with probability (2(1 +

ϵ)ηt − L(1 + ϵ)2η2t )/
∑N

t=1(2(1 + ϵ)ηt − L(1 + ϵ)2η2t ), we have that

E[∥∇L(wwwR)∥2] = ER,ΨN
[∥∇L(wwwR)∥2]

=

∑N
t=1(2(1 + ϵ)ηt − L(1 + ϵ)2η2t )EΨN

[∥∇L(wwwt)∥2]∑N
t=1(2(1 + ϵ)ηt − L(1 + ϵ)2η2t )

= EΨN
[∥∇L(wwwt)∥2]

(9.21)

Hence, for ηt = η we get:

E[∥∇L(wwwR)∥2] ≤
1

Nη

[
2(L(www0)− L∗) +

σ2L

r
Nη2

]
. (9.22)

For η = min{ 1
L
, D̃

√
r

σ
√
N
}, and D̃ > 0, we get

E[∥∇L(wwwR)∥2] ≤
1

Nη
[2(L(www0)− L∗)] +

σ2L

r
η (9.23)

≤ 2(L(www0)− L∗)

N
max{L, σ

√
N

D̃
√
r
}+ σ2L

r

D̃
√
r

σ
√
N

(9.24)

≤ 2L(L(www0)− L∗)

N
+

(
LD̃ +

2(L(www0)− L∗)

D̃

)
σ√
rN

(9.25)

Replacing the optimal value D̃ =
√

2(L(www1)− L∗)/L, we get

E[∥∇L(wwwR)∥2] ≤ BN :=
2L(L(www0)− L∗)

N
+

2σ
√

2L(L(www0)− L∗)√
rN

(9.26)

Hence, training with Spare exhibits an O(1/
√
rN) rate of convergence, compared to

O(1/
√
mN) for mini-batch SGD with mini-batch size m < r.

To derive large-deviation properties for a single run of this method, we are interested in
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the number of iterations required to find a point satisfying P[∥∇L(wwwR)∥2 ≤ ν2] ≥ 1− 1
λ
. We

use Markov’s inequality to calculate the probability P[∥∇L(wwwR)∥2 ≥ λBN ] ≤ 1
λ
. We get that

with probability at least 1− λ, at least one iteration of a single run of the algorithm visits a

ν-stationary point in the following number of iterations:

Õ
(
L(L(www0)− L∗)

ν2
(1 +

σ2

rν2
)

)
. (9.27)

As long as r ≤ σ2/ν2 increasing the size of the random subsets r used by Spare will reduce

the number of iterations linearly, while not increasing the total number of stochastic gradient

queries.

Case 2. Assuming E[∥ξξξt∥] ≤ ϵ < ν2. For 1/L ≤ ηt < 2/L we have ηt − Lη2t < 0. Hence:

N∑
t=1

(ηt −
L

2
η2t )EΨ[∥∇L(wwwt)∥2] (9.28)

≤ L(www0)− L∗ −
N∑
t=1

(ηt − Lη2t )EΨ[⟨∇L(wwwt), ξt⟩] +
N∑
t=1

L

2
η2t (

σ2

r
+ ϵ2), (9.29)

≤ L(www0)− L∗ −
N∑
t=1

(ηt − Lη2t )EΨ[|⟨∇L(wwwt), ξt⟩|] +
N∑
t=1

L

2
η2t (

σ2

r
+ ϵ2), (9.30)

≤ L(www0)− L∗ −
N∑
t=1

(ηt − Lη2t )ϵEΨ[∥∇L(wwwt)∥] +
N∑
t=1

L

2
η2t (

σ2

r
+ ϵ2) (9.31)

≤ L(www0)− L∗ −
N∑
t=1

(ηt − Lη2t )ϵ∇max +
N∑
t=1

L

2
η2t (

σ2

r
+ ϵ2), (9.32)

where ∇max = max{0,maxi∈V,wwwt∈WWW gt,i}. For a random iterate R of a run of the algorithm

that is selected with probability (2ηt − Lη2t )/
∑N

t=1(2ηt − Lη2t ), we have that

E[∥∇L(wwwR)∥2] = ER,ΨN
[∥∇L(wwwR)∥2]

=

∑N
t=1(2ηt − Lη2t )EΨN

[∥∇L(wwwt)∥2]∑N
t=1(2ηt − Lη2t )

= EΨN
[∥∇L(wwwt)∥2]

(9.33)
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If η = ηt and η ≤ 1/L+ 1/2L∇max, we have −2(1− Lη) ≤ 1/∇max and we get

E[∥∇L(wwwR)∥2] ≤
1

Nη(1− L
2
η)

[
L(www0)− L∗ −N(η − Lη2)ϵ∇max + (

σ2

r
+ ϵ2)

L

2
Nη2

]
(9.34)

≤ 2

Nη

[
L(www0)− L∗ −N(η − Lη2)ϵ∇max + (

σ2

r
+ ϵ2)

L

2
Nη2

]
(9.35)

=
2

Nη
[L(www0)− L∗]− 2(1− Lη)ϵ∇max + (

σ2

r
+ ϵ2)Lη (9.36)

≤ 2

Nη
[L(www0)− L∗] + ϵ+ (

σ2

r
+ ϵ2)Lη (9.37)

For η = min{ 1
L
, D̃√

N(σ2/r+ϵ2)
}, and D̃ > 0, we get

E[∥∇L(wwwR)∥2] ≤
1

Nη
[2(L(www0)− L∗)] + (

σ2

r
+ ϵ2)Lη + ϵ (9.38)

≤ 2(L(www0)− L∗)

N
max{L,

√
N(σ2/r + ϵ2)

D̃
}+ (

σ2

r
+ ϵ2)

LD̃√
N(σ2/r + ϵ2)

+ ϵ

(9.39)

≤ 2L(L(www0)− L∗)

N
+

(
LD̃ +

2(L(www0)− L∗)

D̃

) √
σ2/r + ϵ2)√

N
+ ϵ (9.40)

For the optimal value of D̃ =
√

2(L(www1)− L∗)/L, we get

E[∥∇L(wwwR)∥2] ≤ BN :=
2L(L(www0)− L∗)

N
+

2
√
σ2 + rϵ2

√
2L(L(www0)− L∗)√
rN

+ ϵ (9.41)

Hence, the number of iterations becomes:

Õ
(
L(L(www0)− L∗)

ν2 − ϵ
(1 +

σ2 + rϵ2

r(ν2 − ϵ)
)

)
(9.42)

Hence, more number of iterations is required. Besides, if ϵ ≥ ν2, convergence is not guaranteed.

Incorporating τ . Assume c2 is the error of the coreset in capturing the full gradient at the

beginning of the neighborhood. From Eq. (2.10) we know |L(wwwtl +δδδ)−F l(δδδ)| = ρtlL(wwwtl +δδδl).

Using the quadratic approximation in Eq. (2.6), i.e., F l(δδδ) = 1
2
δδδTHtl,Sl

δδδ + gtl,Sl
δδδ + L(wwwtl),
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and noting that L can also be modeled by a similar quadratic function for small τ , we get:

ρtlL(wwwtl + δδδl) = |L(wwwtl + δδδl)−F l(δδδl)| = |
1

2
δδδTl (Htl,V

−Htl,Sl
)δδδl + (gtl,V − gtl,Sl

)δδδl| (9.43)

≥
∣∣∣1
2
|δδδTl (Htl,V

−Htl,Sl
)δδδl| − ∥gtl,V

− gtl,Sl
∥ · ∥δδδl∥

∣∣∣
(9.44)

≥
∣∣∣1
2
|δδδTl (Htl,V

−Htl,Sl
)δδδl| − c2 · ∥δδδl∥

∣∣∣ (9.45)

≥ 1

2
|δδδTl (Htl,V

−Htl,Sl
)δδδl| − c2 · ∥δδδl∥ (9.46)

As long as ρtl is small, we can assume that the loss can be well modeled by a quadratic using

the Hessian diagonal. Using the Hessian diagonal for both L and F l, we have

|δδδTl (Htl,Sl
−Htl,V

)δδδl| = ∥δδδTl (diag(Htl,Sl
)− diag(Htl,V ))∥ · ∥δδδl∥.

Hence,

1

2
|δδδTl (Htl,Sl

−Htl,V
)δδδl| =

1

2
∥δδδT (diag(Htl,Sl

)− diag(Htl,V
))∥ · ∥δδδl∥ ≤ ρtlL(wwwtl + δδδl) + c2∥δδδl∥,

(9.47)

∥δδδTl (diag(Htl,Sl
)− diag(Htl,V

))∥ ≤ 2ρtlL(wwwtl + δδδl)/∥δδδl∥+ 2c2. (9.48)

On the other hand, we have that ∇F l(δδδ) = δδδTHtl,Sl
+gtl,Sl

and ∇L(wwwtl +δδδl) = δδδTl Htl,V
+gtl,V

.

Hence, we have:

∥∇L(wwwtl + δδδl)−∇F l(δδδl)∥ = ∥δδδTl (Htl,V
−Htl,Sl

) + (gtl,V
− gtl,Sl

)∥ (9.49)

≤ ∥δδδTl (Htl,V
−Htl,Sl

)∥+ ∥gtl,V
− gtl,Sl

∥ (9.50)

≤ ∥δδδTl (Htl,V
−Htl,Sl

)∥+ c2. (9.51)
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Therefore, using Hessian diagonal and from Eq. (9.48) and (9.51) we get:

∥∇L(wwwtl+δδδl)−∇F l(δδδl)∥ ≤ ∥δδδTl (diag(Htl,V
)−diag(Htl,Sl

))∥+c2 ≤ 2ρtlL(wwwtl + δδδl)/∥δδδl∥+3c2

(9.52)

Eq. (9.52) shows that for a fixed ρtl and loss, if the convex approximation F l is valid in

a larger neighborhood δδδl, then the error of the Hessian diagonal at the beginning of the

neighborhood was smaller and hence the gradient error at the end of the neighborhood is

smaller.

From Eq. (9.52) we know that ∥∇L(wwwtl + δδδl) − ∇F l(δδδl)∥ ≤ 2ρtlL(wwwtl + δδδl)/∥δδδl∥ + 3c2.

Let c1 be the desired upper-bound on the gradient error at wwwtl + δδδl. Hence, we wish

∥∇L(wwwtl + δδδl)−∇F l(δδδl)∥ ≤ 2ρtlL(wwwtl + δδδl)/∥δδδl∥+ 3c2 ≤ c1. (9.53)

Hence, for c2 ≤ c1/3 we get:

ρtl ≤
(c1 − 3c2)∥δδδl∥
2L(wwwtl + δδδl)

, τ ≤ min
tl

ρtl . (9.54)

For ∥∇L(wwwtl + δδδl)−∇F l(δδδl)∥ ≤ c1∥∇L(wwwtl+δδδl)∥, and c2 ≤ c1∥∇L(wwwtl+δδδl)∥/3, we have:

ρtl ≤
(c1∥∇L(wwwtl + δδδl)∥ − 3c2)∥δδδl∥

2L(wwwtl + δδδl)
, (9.55)

For c1 = 1 and c2 = ϵ∥∇L(wwwt)∥, we get Case 1 in the Theorem. We see that when gradient

norm is smaller, we should have a smaller error c2 in capturing the random subset gradients.

9.1.2 Experimental details

Tuning Hyperparameters. We tuned the hyperparameters τ ∈ {0.1, 0.05, 0.01, 0.005, 0.001},

h ∈ {1, 2, 4, 8, 10} and used τ = 0.05, 0.01, 0.005, 0.05, h = 1, 10, 1, 4 on CIFAR-10, CIFAR-

100, TinyImagenet, and SNLI, respectively, as listed in Table 9.3. To determine τ , we

calculated the average loss approximation error divided by the training loss, i.e. ρtl in Eq.
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Table 9.1: Experiment setups.

Dataset Classes Train Network Parameters Ful acc

CIFAR-10 10 50k ResNet-20 0.27M 92.1±0.1

CIFAR-100 100 50k ResNet-18 11M 75.6±0.3

TinyImageNet 200 100k ResNet-50 23M 66.9±0.1

SNLI 3 570k RoBERTa 123M 92.9±0.2

Table 9.2: Relative error (%) with 20% of the full training budget (backprop) can reach a
very close accuracy to that of full training (with only 2-3% difference) on all datasets, namely,
CIFAR-10, CIFAR-100, and TinyImageNet.

Spare Random SGD†

CIFAR-10 - ResNet-20 2.32 2.87 16.47
CIFAR-100 - ResNet-18 3.37 3.66 32.68
TinyImageNet - ResNet-50 3.05 3.51 47.43

(2.10), after some coresets updates during training. Across all datasets, we found that α = 0.1

yielded satisfactory results.

Convergence of Spare vs Craig. Figure 9.1b shows training ResNet-20 on CIFAR-10

with Spare vs Craig. We see that the normalized bias of Spare mini-batch coresets over

full gradient norm, i.e., ϵ = E[∥ξξξtl∥]/∥∇L(wwwtl)∥ is consistently small (< 1) during the training.

As the gradient norm becomes smaller closer to a stationary point, small ϵ implies that the

bias of the Spare mini-batch coresets E[∥ξξξtl∥] diminishes as we get closer to a stationary

point. Hence, convergence of Spare can be guaranteed (Case 1 in Theorem 2.3.1). On the

other hand, the normalized error for Craig coresets can be large during the training. Hence,

convergence is not guaranteed (Case 2 in Theorem 2.3.1).

Spare has a Similar Performance to Training with Large Mini-batches. Fig-

ure 9.4 shows the variance of gradient of Spare mini-batch coresets of size m = 128 selected

from random subsets Vp of size r = 500. We see that the variance of Spare mini-batch

coresets is very close to the variance of Vr. In contrast, random subsets of size m = 128

have a considerably larger variance. Figure 9.3 further compares the relative error of Spare
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with mini-batch coresets of size m = 128 selected from random subsets of size r = 500. We

see that training on Spare mini-batch coresets has a smaller relative error than training on

random mini-batches of size m = 128. In particular, relative error of Spare with m = 128 is

close to that of training on random mini-batches of size m = 500. This is due to the smaller

gradient variance of Spare mini-batch coresets, as is shown in Figure 9.4.

Effect of Dropping the Learned Examples. By tracking the prediction accuracy of

the dropped training examples (Figure 9.2a), we found that even though some of the dropped

examples could be forgotten after being dropped (the accuracy of the dropped examples is

92% earlier in training), they can be learned again when training on the coresets selected

from the remaining training examples (the accuracy of dropped examples always increases

to above 99% even though we never train on them again). This confirms that dropping the

learned examples does not harm the performance.

Spare with Larger Training Budget. In general, coreset methods are most beneficial

under a limited training budget. Table 9.2 compares the relative error of training ResNet-18

on CIFAR-10, ResNet-20 on CIFAR-100 and ResNet-50 on TinyImagenet with Spare vs.

Random, under 20% training budget. Note that under the standard learning rate schedule

used for training on the above datasets for 200 epochs, there is a large gap up to 44.38%

between SGD† (i.e., training for 20%× 200 = 40 epochs on full data with mini-batch SGD)

and Spare. But, the gap reduces when learning rate drops at 60% and 85% of training

(Random vs. Spare).

Table 9.3: Hyperparameters used for different datasets.

Dataset τ h

CIFAR-10 0.05 1
CIFAR-100 0.01 10
TinyImagenet 0.005 1
SNLI 0.05 4
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Figure 9.1: Training ResNet-20 on CIFAR-10. (a) Union of mini-batch coresets has a smaller
error in capturing the full gradient, compared to the bias of the individual mini-batch coresets.
(b) Normalized bias of coresets by the full gradient norm, i.e., ϵ = E[∥ξξξtl∥]/∥∇L(wwwtl)∥ in
Theorem 2.3.1. Spare coresets have a consistently small ϵ < 1. As the gradient norm
becomes smaller closer to the stationary points, small ϵ implies that the bias of the Spare
mini-batch coresets E[∥ξξξtl∥] diminishes closer to the stationary points. Hence, convergence of
Spare can be guaranteed (Case 1 in Theorem 2.3.1). On the other hand, ϵ can be large for
Craig coresets. Hence, convergence is not guaranteed (Case 2 in Theorem 2.3.1).
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Figure 9.2: Training ResNet-20 on CIFAR-10 with Spare. (a) Dropped examples are learned
later in training, by training on Spare subsets. (b) Distribution of forgetting scores for the
examples selected by Spare during the training. The distribution is long-tailed, confirming
that not all examples contribute equally to training.
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Figure 9.3: Relative error (%) with 10% train-
ing budget. Training on Spare mini-batch
coresets of size m = 128 selected from ran-
dom subsets Vp of size r = 500 has a smaller
relative error than training on random mini-
batches of size m = 128. In particular, relative
error of Spare with m = 128 is close to that
of training on random mini-batches of size
m = 500.

Method Relative Error

Spare m=128 5.2
Random m=128 7.1
Random m=512 4.0
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Figure 9.4: Variance of gradients of Spare
mini-batches of size m = 128 selected from
random subsets Vp of size r = 500 is very closer
to the variance of Vr. In contrast, random
subsets of size m = 128 have a considerably
larger variance.

9.2 Appendix for Chapter 3

9.2.1 Proofs

9.2.1.1 Proof of Theorem 3.3.1

Proof. From the assumption that the loss trajectories of examples on the proxy and target

models are close:

∥Lproxy
i − Ltarget

i ∥ ≤ δ, ∀i. (9.56)

Since i and j are in the same cluster Ck based on the proxy model, we have:

∥Lproxy
i − Lproxy

j ∥ ≤ ϵ. (9.57)

Using the triangle inequality:

∥Ltarget
i − Ltarget

j ∥ ≤ ∥Ltarget
i − Lproxy

i ∥+ ∥Lproxy
i − Lproxy

j ∥+ ∥Lproxy
j − Ltarget

j ∥ ≤ 2δ + ϵ = ϵ′.

(9.58)
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Therefore, at any iteration t:

|Ltarget
i (θ(t))− Ltarget

j (θ(t))| ≤ ϵ′, ∀t. (9.59)

Assuming that the loss functions can be approximated by:

Ltarget
i (θ) =

1

2
dθ⊤Hidθ + g⊤i dθ + ci, (9.60)

where ci is the loss of example i at the beginning of fine-tuning, and dθ is the distance

between the parameters of the pretrained model and those during fine-tuning. Similarly for

Ltarget
j (θ). The loss difference between i and j is:

Ltarget
i (θ)− Ltarget

j (dθ) =
1

2
dθ⊤(Hi −Hj)dθ + (gi − gj)⊤dθ + (ci − cj). (9.61)

Given that |Ltarget
i (θ)− Ltarget

j (θ)| ≤ ϵ′, we can write:

∣∣∣∣12dθ⊤(Hi −Hj)dθ + (gi − gj)⊤dθ + (ci − cj)

∣∣∣∣ ≤ ϵ′. (9.62)

Let us choose two different values, θ(1) and θ(2), to generate two inequalities. For dθ(1), we

have:

∣∣∣∣12(dθ(1))⊤(Hi −Hj)dθ
(1) + (gi − gj)⊤dθ(1) + (ci − cj)

∣∣∣∣ ≤ ϵ′, (9.63)

and for dθ(2), we have:

∣∣∣∣12(dθ(2))⊤(Hi −Hj)dθ
(2) + (gi − gj)⊤dθ(2) + (ci − cj)

∣∣∣∣ ≤ ϵ′. (9.64)
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Subtracting these two inequalities, we get:

∣∣∣∣12 ((dθ(1))⊤(Hi −Hj)θ
(1) − (dθ(2))⊤(Hi −Hj)dθ

(2)
)
+ (gi − gj)⊤(dθ(1) − dθ(2))

∣∣∣∣ ≤ 2ϵ′.

(9.65)

∣∣(dθ(1))⊤(Hi −Hj)dθ
(1) − (dθ(2))⊤(Hi −Hj)dθ

(2)
∣∣ ≤ ∥Hi −Hj∥

(
∥dθ(1)∥2 + ∥dθ(2)∥2

)
≤ (∥Hi∥+ ∥Hj∥)

(
∥dθ(1)∥2 + ∥dθ(2)∥2

)
≤ 4CD2

(9.66)

This gives us:

∣∣(gi − gj)⊤(dθ(1) − dθ(2))
∣∣ ≤ 2ϵ′ + 2CD2. (9.67)

Assuming ∥dθ(1) − dθ(2)∥ ≥ d, we get:

∥gi − gj∥ ≤
2ϵ′ + 2CD2

d
= ∆. (9.68)

9.2.1.2 Proof of Corollary 3.3.2

Without loss of generality, assume we select k example from each cluster and we have

k ≤ minj∈[K] |Cj|. Then the error of the subset in capturing the full gradient will be

ξ ≤
∑
j

(|Cj| − k)(ḡj +∆), (9.69)

where ḡj is the norm of the average gradient of the selected examples from Cj. In practice,

we can weight elements of the subset by rmin/k, which has a similar effect to scaling the step
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size when training on the subset. Let gmax = maxj ∥gj∥ be the maximum gradient norm

during training, rmax = maxj |Cj|, rmin = minj |Cj|. Then, we get

ξ′ ≤
∑
j

(rmin − k)∆ + (|Cj| − rmin)(ḡj +∆) (9.70)

≤ K[rmin∆+ (rmax − rmin)gmax] (9.71)

The first term in RHS of Eq (9.70) is the error of the subset selected from Cj to capture its

full gradient and the second term is due to selecting the same number of examples, k, from

the larger clusters.

Using the above error and following the proof of Theorem 1 in [127], for a constant step

size α ≤ 1/c we get:

∥θt+1 − θ∗∥2 ≤ (1− αc)t+1∥θt − θ∗∥2 + 2ξ′R/c2 + αB2(rmin/k)
2g2max, (9.72)

where c ≤ ∥H∥, and B = k ·K is the total size of the subset, R = min{d0, Bgmax + ξ′/c}

and d0 = ∥θ0 − θ∗∥ is the initial distance to the optimal solution θ∗.

If k ≥ |Cj| for any cluster Cj , one can simply add (rmin/k−1)·ĝj to ξ′ for the corresponding

clusters, where ĝj is the norm of the total gradient of cluster Cj and we replace rmin in Eq

(9.70) with the size of smallest cluster that has larger than k examples.

9.2.2 Experiment Details

9.2.2.1 Models

Pythia. The Pythia models [18] are a suite of large language models (LLMs) developed

by EleutherAI licensed under the Apache License 2.0. These models range in size from 70

million to 12 billion parameters and are designed to enable controlled scientific research on

transparently trained LLMs across various scales.
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Phi. The Phi models [102] developed by Microsoft are under the MIT License. Phi-1.5,

a transformer-based model with 1.3 billion parameters, and its successor, Phi-2, with 2.7

billion parameters, have been trained on a diverse set of data sources, including synthetic

texts and curated websites. The Phi models underscore the potential of small yet powerful

language models in understanding and generating human language, empowering a range of

NLP tasks. Phi-2, in particular, has raised the bar for reasoning and language understanding

among foundation models, matching or even exceeding the performance of models 25 times

its size on complex benchmarks.

LLaMA 2. The LLaMA 2 models [185], released by Meta AI and licensed under the LLaMA

2 Community License Agreement, are designed for improved natural language understanding

and generation. LLaMA 2-7B, the smallest in this series with 7 billion parameters, has

demonstrated competitive performance across various NLP benchmarks despite its moderate

size.

9.2.2.2 Datasets

MathInstruct. The MathInstruct dataset [224] is compiled from 13 diverse math rationale

datasets, using both chain-of-thought (CoT) and program-of-thought (PoT) rationales. It

ensures comprehensive coverage across various mathematical fields in the 262K training

examples, making it a popular resource for fine-tuning large language models (LLMs) for

general math problem-solving. MathInstruct is licensed under the MIT license.

MIMIC-III. The MIMIC-III (Medical Information Mart for Intensive Care III) dataset

[83] is a comprehensive collection of de-identified health data associated with over 40,000

patients who stayed in critical care units of the Beth Israel Deaconess Medical Center in

Boston, Massachusetts. This large dataset includes information such as demographics, vital

signs, laboratory tests, medications, and more, making it an invaluable resource for a wide

range of research in healthcare, including clinical decision support systems, medical procedure
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Table 9.4: A synthetic radiology report (MRI of the brain), generated by the GPT-4 model [3]
to demonstrate the typical data format and content used in the clinical text summarization
task. It is not suitable for clinical or diagnostic use.

Findings The brain parenchyma demonstrates normal morphology with no evidence of
mass effect or midline shift. No acute infarcts are seen on diffusion-weighted
images. There are no signs of intracranial hemorrhage. Mild generalized cerebral
atrophy is noted. The ventricles and sulci appear within normal limits for the
patient’s age. The pituitary gland and sella turcica are unremarkable. There
are no abnormal signal intensities within the brain parenchyma. The orbits,
paranasal sinuses, and mastoid air cells are clear.

Impression Normal MRI of the brain. Mild cerebral atrophy, likely age-related. No acute
intracranial pathology.

efficacy studies, and patient care optimization strategies.

The MIMIC-III dataset is made freely available to the research community under the

Health Insurance Portability and Accountability Act (HIPAA) compliance, ensuring patient

confidentiality and data protection. Access to the dataset is granted under a data use

agreement (DUA) to individuals affiliated with an institution that approves the use of the

data for research purposes. Researchers seeking to utilize the MIMIC-III dataset must

complete a required training course on human research protections, which ensures that all

researchers are aware of the responsibilities involved in handling sensitive patient data.

9.2.2.3 Implementation Details

Spare The training trajectories for both MathInstruct and MIMIC-III are gathered from

training a Pythia-70M model, the smallest model in the Pythia model suite, recorded every 500

training iterations. We utilize the Faiss library [54] to perform efficient K-means clustering of

loss trajectories with Euclidean distance with K = 100 and 20 iterations. The hyperparameter

K is tuned in the range of {50, 100, 200} based on the average accuracy of the model trained

on 30K selected data. We found K = 100 worked the best for both datasets we studied in

this paper. Ablations studies on the length and the best time in the training to record the
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trajectories can be found in Section 5.5.2.

Comparing Reference Models for the Baselines For one-shot selection methods

(excluding Spare), we use representations from either step 1000 or the end of fine-tuning

Pythia-410M on MathInstruct and reported the better result in Figure 3.4 and Table 3.1. In

Table 9.5, we include the complete comparison between using early-fine-tuning vs. end-of-fine-

tuning model checkpoints as the inference model. For Facility Locations, we further compared

using the first hidden states as the feature representation as suggested in [16] to using the

last hidden states [204] for the tasks we studied.The ranges for confidence, perplexity, and

learnability are chosen according to the best-performing intervals reported in prior research

(Section 3.4.1).

Due to memory and computational constraints, for Facility Locations, we calculate

pairwise similarity and perform greedy selection on a per-data-source basis. We found this

per-source selection approach also yields benefits for Spare as different data sources within

MathInstruct exhibit distinct common patterns in their training trajectories. Therefore, we

implement Spare also on a per-source basis for MathInstruct, and recommend applying

Spare per source when dealing with datasets composed of multiple data sources.

Hyperparameters Following the setup used in [224], we adopt a training regimen with a

learning rate of 2e-5, a batch size of 128, a maximum length of 512, and a cosine scheduler

with a 3% warm-up period.

Experiments Compute Resources We fine-tune all the models with the Huggingface

transformers library [202] with Fully Sharded Data Parallel (FSDP) [233] on 4 48G NVIDIA

RTX A6000.
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Table 9.5: Complete results used for selecting the best reference model for each one-shot
data selection baseline. The choice of early-fine-tuning (step 1000) and end-of-fine-tuning
checkpoint follows [118]. The best results selected for Figure 3.4 are highlighted in cyan.

Ref Data In-domain Out-domain
Selection Model Size GSM8K MATH NumGLUE Avg SVAMP Mathematics SimulEq Avg

Least
Confidence

Early
30K 2.3 1.7 15.5 6.5 13.6 1.2 0.5 5.8
50K 1.7 2.6 20.5 8.3 16.0 4.0 1.8 7.8

100K 3.9 2.7 22.5 9.7 19.2 8.0 3.3 9.9

End
30K 2.7 1.3 18.0 7.0 13.7 3.3 1.4 6.7
50K 2.1 1.7 21.0 8.3 14.5 3.5 1.0 7.3

100K 2.5 3.3 23.5 9.8 20.8 6.3 3.7 10.0

Middle
Perplexity

Early
30K 3.3 3.8 17.5 8.2 11.8 1.2 1.2 6.5
50K 2.9 4.1 19.6 8.9 15.6 7.6 2.9 8.8

100K 4.8 7.1 20.4 10.8 19.6 16.1 3.9 12.0

End
30K 5.3 3.7 16.2 8.4 14.2 8.7 1.2 8.2
50K 3.2 5.9 20.5 9.9 18.1 11.3 5.1 10.7

100K 5.4 7.2 20.9 11.2 23.8 15.3 3.3 12.6

High
Learnability

Early
30K 6.1 1.6 19.1 8.9 10.7 9.9 1.4 8.1
50K 6.1 2.1 18.6 8.9 14.5 14.0 2.1 8.9

100K 7.4 9.2 29.8 15.5 20.7 19.4 10.3 16.1

End
30K 3.0 1.4 14.7 6.4 2.1 6.8 1.8 5.0
50K 1.3 2.1 16.0 6.5 4.7 6.9 3.1 5.7

100K 4.3 7.2 23.0 11.5 16.7 16.1 4.3 11.9

Facility
Location

Early (First) 50K 3.9 7.6 12.4 8.0 11.1 14.6 1.9 8.6

Early (Last) 50K 5.7 9.1 12.4 9.1 15.4 18.6 1.6 10.5

End (First) 50K 3.8 7.7 14.8 8.7 19.2 11.4 2.3 9.9

End (Last) 50K 5.2 9.7 11.8 8.9 12.4 18.2 1.0 9.7

9.2.2.4 Evaluation

MathInstruct Datasets. We utilize 6 diverse datasets with open-formed questions for

evaluating the mathematical reasoning capabilities of models trained with both the full

MathInstruct dataset and selected subsets. These datasets, detailed in Table 9.6, span a

range of mathematical disciplines from early algebra to calculus and linear algebra, covering

various types of questions such as multi-step reasoning, arithmetic word problems, and

problems from mathematics competitions. This variety ensures a comprehensive assessment

across both in-domain and out-domain tasks.
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Table 9.6: Types of questions in the evaluation datasets for the mathematical reasoning task.

Dataset Size Level Tasks

GSM8K 1319 Early Algebra Multi-step reasoning using basic arith-
metic operations

MATH 5000 Early Algebra, Interme-
diate Algebra, Algebra,
Probability, NumThe-
ory, Calculus, Geometry

Problems from mathematics competi-
tions, including the AMC 10, AMC 12,
AIME

NumGLUE 1042 Early Algebra Commonsense, Domain-specific, Arith-
metic Reasoning, Quantitative Compar-
ison, Fill-in-the-blanks Format, Read-
ing Comprehension, Numerical Reason-
ing, Quantitative NLI, Arithmetic Word
Problems

SVAMP 1000 Early Algebra Arithmetic Word Problems

Mathematics1000 Early Algebra, Interme-
diate Algebra, NumThe-
ory, Calculus

Arithmetic Reasoning

SimulEq 514 Linear Algebra Single and multiple equation word prob-
lems

MathInstruct Pipeline. We utilize the pipeline provided by [224]1, designed to first

determine whether the model can be prompted to generate a code snippet. This code snippet,

if successfully generated, should be executable and produce the correct answer when run. This

code-based evaluation is also used for Phi models [102]. In cases where the model does not

directly produce a viable code solution, we employ a “think step-by-step" prompting strategy

[199]. This method prompts the model to break down its reasoning process, a technique that

has been widely proven effective in fully exploiting the model’s problem-solving capacity.

MIMIC-III. Following [48, 50], we include the six most common modality/anatomy pairs:

CT head, CT abdomen, CT chest, MRI head, CT spine, and CT neck, and five less common

pairs in the text data: MRI spine, CT sinus, MRI abdomen, MRI pelvis, and MRI neck in

the evaluation. There are in total 13.7K test examples after data preprocessing and train-test

splitting.

1https://github.com/TIGER-AI-Lab/MAmmoTH?tab=readme-ov-file#large-scale-evaluation
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Figure 9.5: Break-down accuracies (↑) on in-domain and out-of-domain datasets using Pythia-
410M. Data size refers to the total number of unique training examples used. All experiments
in this table share the same total training steps and learning rate schedule (see Section 3.4.2).
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9.2.3 Examples in Different Clusters

We compare data points in the same and different clusters based on training trajectories, in

Figure 9.6, Figure 9.7 and Figure 9.8. We can observe that examples with similar training

trajectories have the same question format. Therefore, balanced sampling from all clusters

can ensure different types of examples can be covered in the selected subset of training data.

Camden went swimming 16 times in March and Susannah went 24 times. If the number of times they went 
throughout the month was divided equally among 4 weeks, how many more times a week did Susannah swim 
than Camden?
Camden went swimming 16/4 = 4 times a week
Susannah went swimming 24/4 = 6 times a week
Susannah went 6 - 4 = 2 more times a week than Camden
The answer is 2

What is the perimeter of a Koch snowflake curve after five iterations, if the initial side length of the equilateral 
triangle used to construct the curve is 8 cm?
The Koch snowflake is a fractal curve constructed by iteratively replacing each side of an equilateral triangle with 
a smaller equilateral triangle. After each iteration, the number of sides increases by a factor of 4, and the length of 
each side is reduced by a factor of 3.
After five iterations, the number of sides in the Koch snowflake is given by:
number of sides = 3 * (4^5) = 3 * 1024 = 3072
The length of each side after five iterations is given by:
side length = initial side length / (3^5) = 8 / 243
The perimeter of the Koch snowflake after five iterations is the product of the number of sides and the length of 
each side:
perimeter = number of sides * side length = 3072 * (8 / 243) ≈ 101.3333 cm

Lilly and Fiona are cleaning a room. Between them, it takes 8 hours to clean the room. A quarter of the time spent 
cleaning was by Lilly and Fiona was responsible for the rest of the cleaning. How long, in minutes, was Fiona 
cleaning?
8 hours is 8*60=480 minutes.
Lilly cleaned for 480/4=120 minutes.
This means that Fiona was cleaning for 480-120=360 minutes.
The answer is 360

Figure 9.6: Examples in the cluster shown in Figure 3.7a: open-formed algebra. Questions
are in black and answers are in cyan.
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Passage: The U.S. Institute of Medicine (IOM) updated Estimated Average Requirements (EARs) and Recommended 
Dietary Allowances (RDAs) for iron in 2001. The current EAR for iron for women ages 14–18 is 7.9 mg/day, 8.1 for 
ages 19–50 and 5.0 thereafter (post menopause). For men the EAR is 6.0 mg/day for ages 19 and up. The RDA is 15.0 
mg/day for women ages 15–18, 18.0 for 19–50 and 8.0 thereafter. For men, 8.0 mg/day for ages 19 and up. RDAs are 
higher than EARs so as to identify amounts that will cover people with higher than average requirements. RDA for 
pregnancy is 27 mg/day and, for lactation, 9 mg/day. For children ages 1–3 years 7 mg/day, 10 for ages 4–8 and 8 
for ages 9–13. As for safety, the IOM also sets Tolerable upper intake levels (ULs) for vitamins and minerals when 
evidence is sufficient. In the case of iron the UL is set at 45 mg/day. Collectively the EARs, RDAs and ULs are 
referred to as Dietary Reference Intakes. Question: How many years does an RDA of 8 last for children? 
Let's write a Python program to solve it.
child = 4
print(child)

Passage:  The Raiders began their 2011 campaign at Sports Authority Field at Mile High, for a Week 1 AFC West 
duel with the Denver Broncos in the second game of Monday Night Football's doubleheader.  Oakland trailed early 
in the first quarter as Broncos kicker Matt Prater got a 28-yard field goal.  The Raiders answered in the second 
quarter as quarterback Jason Campbell found fullback Marcel Reece on a 3-yard touchdown pass, followed by a 
37-yard, a 21-yard, and an NFL record tying 63-yard field goal from kicker Sebastian Janikowski. Janikowski's leg 
helped put the Raiders up 16-3 at halftime. Denver answered in the third quarter as wide receiver Eric Decker 
returned a punt 90 yards for a touchdown, followed by Prater getting a 30-yard field goal. Oakland struck back in 
the fourth quarter with Campbell's 1-yard touchdown.  The Broncos tried to rally with quarterback Kyle Orton 
completing a 9-yard touchdown pass to running back Lance Ball, yet the Raiders' offense was able to run out the 
clock. With the win, not only did Oakland begin their season at 1-0, but they also snapped their 8-straight opening 
day losing streak. Question: How many yards was the second longest field goal? 
Let's write a program.
second = 37
print(second)

Figure 9.7: Examples in the cluster shown in Figure 3.7b: reading comprehension + coding.
Questions are in black and answers are in cyan; instructions are highlighted in orange.

9.2.4 Topic Distribution of Data Selected by Spare

Beyond qualitative examples from different clusters, we study how Spare changes the data

distribution to outperform using the full fine-tuning dataset as well as using random subsets

of the same size that have the same distribution as the original dataset. In Figure 9.9, we

can observe that Spare not only guarantees a thorough and balanced coverage across the

spectrum of topics but also ensures sufficient representation of foundational topics, such as

pre-algebra, which lays the groundwork for tackling more complex subjects.

9.2.5 Broader Impacts

This paper introduces a data selection method for large language models (LLMs), aiming to

enhance the data efficiency in the supervised fine-tuning (SFT) of these models.

Positive Impacts: Our method, by reducing the data requirements for training LLMs,

can make fine-tuning LLMs more effective and accessible. This could lead to broader

158



If there are n rays and all of them are reversed after 2006 reversals, then a possible value of n is
Answer Choices: (A) 2237 (B) 3777 (C) 2002 (D) 3772 (E) 8822
Let's reason about the multi-choice question.
has to be same number less than (or equal to) k and of the same type as k.
k = 2006 then n = 2002.
The answer is C

Stephanie, Regine, and Brian ran a 20 mile race. Stephanie and Regine's combined times exceeded Brian's time by 
exactly 2 hours. If nobody ran faster than 8 miles per hour, who could have won the race?
I. Regine
II. Stephanie
III. Brian
Answer Choices: (A) I only (B) II only (C) III only (D) I or II only (E) II, or III
Let's solve the multi-choice question step by step.
Given that S+R=B+2, where S, R, and B are times in which Stephanie, Regine, and Brian completed the race.
Min time one could complete the race is 20/8=2.5 hours. Let's see if Brian could have won the race: if he ran at the 
fastest rate, he would complete the race in 2.5 hours, so combined time needed for Stephanie and Regine would be 
S+R=B+2=4.5 hours, which is not possible as sum of two must be more than or equal the twice the least time: 
2*2.5=5. So Brian could not have won the race.
There is no reason to distinguish Stephanie and Regine so if one could have won the race, another also could. So 
both could have won the race.
The answer is E.

If m is the average (arithmetic mean) of the first 10 positive multiples of 4 and if M is the median of the first 10 
positive multiples of 4, what is the value of M – m ?
Answer Choices: (A)  0 (B)  -5 (C)  5 (D)  25 (E)  27.5
Let's think about the multi-choice question step by step.
The first 10 positive multiples of 4 is an evenly spaced set. One of the most important properties of evenly spaced 
set (aka arithmetic progression) is:in any evenly spaced set the arithmetic mean (average) is equal to the median.
Hence M=m --> M-m=0.
The answer is A.

Figure 9.8: Examples in the cluster shown in Figure 3.7c: multiple-choice + multi-step
reasoning. Questions are in black and answers are in cyan; instructions are highlighted in
orange.

participation in AI research and application development across various fields, including

healthcare and education.

Negative Impacts: Our method does not inherently involve or encourage applications

with direct negative societal impacts. The focus is on a generic improvement in the field of

machine learning, particularly in the training of LLMs.

9.3 Appendix for Chapter 4

9.3.1 Proof of Theorem 4.2.1

A loss function L(w) is considered µ -PL on a set S, if the following holds:

1

2
∥g∥2 ≥ µ (L(w)− L (w∗)) ,∀w ∈ S (9.73)
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(a) Topic distribution of the full MathInstruct dataset.
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(b) Topic distribution of 30K data selected by
Spare.
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(c) Topic distribution of 50K data selected by
Spare.
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(d) Topic distribution of 100K data selected by Spare.

Figure 9.9: Compared to the original topic distribution, Spare prioritized easier topics (e.g.,
pre-algebra over intermediate algebra, algebra over other more advanced topics) while always
ensuring complete and more balanced coverage of all topics.

where w∗ is a global minimizer. When additionally L (w∗) = 0, the µ-PL condition is

equivalent to the µ-PL∗ condition

1

2
∥g∥2 ≥ µL(w),∀w ∈ S. (9.74)

For Lipschitz continuous g and µ-PL∗ condition, gradient descent on the entire dataset
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yields

L(wt+1)− L(wt) ≤ −
η

2
∥gt∥2 ≤ −ηµL(wt), (9.75)

and,

L(wt) ≤ (1− ηµ)tL(w0), (9.76)

which was shown in [105]. We build upon this result.

For the subset we have

L(wt+1)− L(wt) ≤ −
η

2
∥gS

t ∥2 (9.77)

By substituting Eq. (9.75) we have.

≤ −η

2
(∥gt∥ − ρ)2 (9.78)

= −η

2
(∥gt∥2 + ρ2 − 2ρ∥gt∥) (9.79)

≤ −η

2
(∥gt∥2 + ρ2 − 2ρ∇max) (9.80)

≤ −η

2
(2µL(wt) + ρ2 − 2ρ∇max) (9.81)

where we can upper bound the norm of gt in Eq. (9.79) by a constant ∇max. And Eq. (9.81)

follows from the µ-PL condition from Eq. (9.73). While the loss is very non-convex during

the first part of training, it becomes nearly convex afterward [58]. Spare starts dropping

points after a few epochs of training, where Lipschitzness, µ-PL condition, and norm-bounded

gradients are likely to hold. In Eq. (9.76), LHS directly results from Lipschitzness [24].

Hence,

L(wt+1) ≤ (1− ηµ)L(wt)−
η

2
(ρ2 − 2ρ∇max) (9.82)
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Since,
∑k

j=0(1− ηµ)j ≤ 1
ηµ

, for a constant learning rate η we get

L(wt+1) ≤ (1− ηµ)t+1L(w0)−
1

2µ
(ρ2 − 2ρ∇max) (9.83)
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9.4 Appendix for Chapter 5

9.4.1 Simplicity Bias

A recent body of work revealed that the neural network trained with (stochastic) gradient

methods can be approximated on the training data by a linear function early in training

[69, 71, 131, 136, 146, 164]. We hypothesize that a slightly stronger statement holds, namely

the approximation still holds if we isolate a core or spurious feature from an example and

input it to the model.

Assumption 9.4.1 (simplicity bias on core and spurious features, informal). Suppose that

f lin is a linear function that closely approximates f(x;W , z) on the training data. Then f lin

also approximates f on input either a core feature or a spurious feature corresponding to a

majority group in some class, that is

f lin(vc) ≈ f(vc;W , z) ∀c ∈ C

f lin(vs) ≈ f(vs;W , z) ∀s ∈ A

Intuitively, every core feature and every spurious feature corresponding to a majority

group is well represented in the training dataset, and since it is known that the linear model

and the full neural network agree on the training dataset, we can expect them to agree on

such features as well. Note that spurious features that do not appear in majority groups may

not be well represented in the training dataset, hence we do not require that the linear model

approximates the neural network well on such features. The formal statement is provided

below as Assumption 9.4.6.

9.4.2 Setting

We now introduce the formal mathematical setting for the theory.

Let D = {(xi, yi)}ni=1 ⊂ Rd × R, be a dataset with covariance Σ. Define the data matrix
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X =
[
x1 . . . xn

]⊤
and the label vector y =

[
y1 . . . yn

]⊤
. We use ∥ · ∥ to refer to the

Euclidean norm of a vector or the spectral norm of the data.

Following [71], we make the following assumptions:

Assumption 9.4.2 (input distribution). The data has the following properties (with high

probability):

∥xi∥2

d
= 1±O(

√
log n

d
),∀i ∈ [n]

| ⟨xi,xj⟩ |
d

= O(

√
log n

d
), ∀i, j ∈ [n], i ̸= j

∥XX⊤∥ = Θ(n)

Assumption 9.4.3 (activation function). The activation ϕ(·) satisfies either of the following:

• smooth activation: ϕ has bounded first and second derivative

• piecewise linear activation:

ϕ(z) =


z z ≥ 0

az z < 0

Assumption 9.4.4 (initialization). The weights (W ,v) are initialized using symmetric

initialization:

w1, . . . ,wm
2
∼ N (0d, Id), wi+m

2
= wi(∀i ∈ 1, . . . ,

m

2
)

v1, . . . , vm
2
∼ Unif({−1, 1}), vi+m

2
= −vi(∀i ∈ 1, . . . ,

m

2
)

It is not hard to check that the concrete scenario we choose in our analysis satisfies the

above assumptions. Now, given the following assumptions, we leverage the result of [71]:

Theorem 9.4.5 ([71]). Let α∈(0, 1/4) be a fixed constant. Suppose d is the input dimension-

ality, ⟨xi,xj⟩
d

= 1i=j ± O(
√

logn
d
),∀i, j ∈ [n], the data matrix XXX= {xxxi}ni=1 has spectral norm∥∥XXXXXX⊤

∥∥ = Θ(n), and for the labels we have |yi| ≤ 1 ∀yi. Assume the number of training
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samples n and the network width m satisfy n,m = Ω(d1+α), n,m ≤ dO(1), and the learning

rate η ≪ d. Then, there exist a universal constant C, such that with high probability for

all 0 ≤ t ≤ T = C · d log d
η

, the network f(wwwt,XXX) trained with GD is very close to a linear

function f lin(βββ,XXX):

1

n

n∑
i=1

(f lin(βββt,XXX)−f(wwwt,XXX))2 ≤ η2t2

d2+Ω(α)
≤ 1

dΩ(α)
. (9.84)

In particular, the linear model f lin(βββ,XXX) takes operates on the transformed data ψ(x),

where

ψ(x) =


√

2
d
ζx√
3
2d
ν

ϑ0 + ϑ1(
∥x∥√

d
− 1) + ϑ2(

∥x∥√
d
− 1)2


ζ = Eg∼N (0,1)[ϕ

′(g)]

ν = Eg∼N (0,1)[gϕ
′(g)]

√
Tr[Σ2]

d

ϑ0 = Eg∼N (0,1)[g]

ϑ1 = Eg∼N (0,1)[gϕ
′(g)]

ϑ2 = Eg∼N (0,1)[(
1

2
g3 − g)ϕ′(g)]

Note that ψ(x) consists of a scaled version of the data, a bias term, and a term that depends

on the norm of the example. We will adopt the notation f(ψ;β) = ψ⊤β for the linear model.

We can now formally state 9.4.1:

Assumption 9.4.6 (formal version of 9.4.1). Suppose that Theorem 9.4.5 holds. Then with

high probability, for all such t the following also holds for all c ∈ C and for all s ∈ A:

|f lin(βββt,vc)−f(wwwt,vc)| ≤
ηt

d1+Ω(α)
,

|f lin(βββt,vs)−f(wwwt,vs)| ≤
ηt

d1+Ω(α)
.
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We will assume the former holds in the proof of the following theorems, although as we

will see the assumption is unnecessary for Theorem 5.3.2.

9.4.3 Proof for Theorems

9.4.3.1 Notation

For the analysis, we split β into its components corresponding to the data, bias and norm

parts of ψ; that is β =


β′

βbias

βnorm

 for β′ ∈ Rd, βbias ∈ R, βnorm ∈ R. We use the inner product

between β′ and a feature v to understand how well the linear model learns a feature v ∈ Rd.

With slight abuse of notation, we will simply write ⟨β,v⟩ to mean ⟨β′,v⟩.

We also define the matrix Φ =
[
ϕ1 . . . ϕn

]⊤
.

9.4.3.2 Proof of Theorem 5.3.1 and 5.3.2

Theorem 5.3.1. Let α ∈ (0, 1
4
) be a fixed constant. Suppose the number of training samples n

and the network width m satisfy n ≳ d1+α and m ≳ d1+α. Let nc be the number of examples in

class c, and nc,s= |gc,s| be the size of group gc,s with label c and spurious feature vs ∈ A. Then,

under the setting of Sec. 5.2 there exist a constant ν1 > 0, such that with high probability,

for all 0 ≤ t ≤ ν1 ·
√

d1−α

η
, the contribution of the core and spurious features to the network

output can be quantified as follows:

f(vvvc;WWW t, zzzt) =

√
2

d
ηζc∥vc∥2t

(nc

n
±O(d−Ω(α))

)
, (5.5)

f(vvvs;WWW t, zzzt)=

√
2

d
ηζc∥vs∥2t

(
nc,s − nc′,s

n
±O(d−Ω(α))

)
, (5.6)

where c′= C\c, and ζ is the expected gradient of activation functions at random initialization.

Corollary 5.3.2 (Separability of majority and minority groups). Suppose that for

all classes, a majority group has at least K examples and a minority group has at most k
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examples. Then, under the assumptions of Theorem 5.3.1, examples in the majority and

minority groups are separable based on the model’s output, early in training. That is, for

all 0 ≤ t ≤ ν1 ·
√

d1−α

η
, with high probability, the following holds for at least 1 − O(d−Ω(α))

fraction of the training examples xi in group gc,s:

If gc,s is in a majority group in class c = 1:

f(xxxi;WWW t, zzzt) ≥
2ηζ2t

d

(
∥vs∥2(K − k)

n
+ ξ ±O(d−Ω(α))

)
+ ρ(t, ϕ,Σ), (5.7)

If gc,s is in a minority group in class c = 1, but gc′,s is a majority group in class c′ = −1:

f(xxxi;WWW t, zzzt) ≤
2ηζ2t

d

(
−∥vs∥

2(K − k)

n
+ ξ ±O(d−Ω(α))

)
+ ρ(t, ϕ,Σ), (5.8)

where ρ is constant for all examples in the same class, ξ ∼ N (0, κ) with

κ =
1

n
(
∑
c

n2
cσ

2
c∥vc∥2)1/2 +

1

n
(
∑
s

(nc,s−nc′,s)
2σ2

s∥vs∥2)1/2

is the total effect of noise on the model.

Analogous statements holds for the class c=−1 by changing the sign and direction of the

inequality.

As in [71], we will conduct our analysis under the high probability events that ∥Ψ⊤Ψ∥ =

O(n
d
) and for all training data x, ∥x∥√

d
= 1±O(

√
logn
d

).

Starting from the rule of gradient descent

β(t+ 1) = β(t)− η

n
Ψ⊤(Ψβ(t)− y)

=
(
I − η

n
Ψ⊤Ψ

)
β(t) +

η

n
Ψ⊤y

Let A = I − η
n
Ψ⊤Ψ, b = η

n
Ψ⊤y. Also, A can be diagonalized as A = V DV ⊤. Since

∥Ψ⊤Ψ∥ = O(n
d
), the eigenvalues of A, call them λ1, . . . , λd, are of order 1−O(η

d
). For t ≥ 1,
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the previous recurrence relation admits the solution

β(t) = (I +A+ · · ·+At−1)b

= V (I +D + · · ·+Dt−1)V ⊤b

When t = O(
√

d1−α

η
), the eigenvalues of I +D + · · ·+Dt−1 are on the order of

1 + λi + · · ·+ λt−1
i =

1− λt
i

1− λi

= 1 +O(d−
α
2 )

Thus we can approximate I +D + · · ·+Dt−1 = tI +∆, where ∥∆∥ = O(d−
α
2 ). Then

β(t) = V (tI +∆)V ⊤b = tb+∆1b

where ∆1 = V∆V ⊤ also satisfies ∥∆∥ = O(d−
α
2 ).

From here we may calculate the following: the alignment of β with a core feature vc is

⟨vc,β⟩ =
√

2

d

ηζc∥vc∥
n

(t±O(d−
α
2 ))(∥vc∥nc ±O(σc

√
n)) (9.85)

=

√
2

d
ηζc∥vc∥2t

(nc

n
±O(d−Ω(α))

)
(9.86)

and the alignment with a spurious feature vs is

⟨vs,β⟩ =
√

2

d

ηζc∥vs∥
n

(t±O(d−
α
2 ))(∥vs∥(nc,s − nc′,s)±O(σs

√
n)) (9.87)

=

√
2

d
ηζc∥vs∥2t

(
nc,s − nc′,s

n
±O(d−Ω(α))

)
(9.88)

The effect of the noise is captured by the O(σ
√
n) terms, following standard concentration

inequalities, and we used the fact that 1√
n
= O(d−Ω(α)). The result transfers to the full neural
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network under assumption 9.4.6, namely

f(vvvc;WWW t, zzzt) =

√
2

d
ηζc∥vc∥2t

(nc

n
±O(d−Ω(α))

)
, (9.89)

f(vvvs;WWW t, zzzt)=

√
2

d
ηζc∥vs∥2t

(
nc,s − nc′,s

n
±O(d−Ω(α))

)
, (9.90)

This proves Theorem 5.3.1.

In addition, we calculate that

βnorm(t) = (tI +∆1)
n∑

i=1

yi

(
ϑ0 + ϑ1(

∥xi∥√
d
− 1) + ϑ2(

∥xi∥√
d
− 1)2

)
= O(

ηt√
n
)

Then for the predictions at time t for an example in class c = 1, group g1,s:

ψ(x)⊤β(t) =

√
2

d
ζx⊤β′ +

√
3

2d
νβbias(t) + βnorm(t)

(
ϑ0 + ϑ1(

∥x∥√
d
− 1) + ϑ2(

∥x∥√
d
− 1)2

)
=

√
2

d
ζ(v1 + vs + ξ)

⊤β′ +

√
3

2d
νβbias(t) + ϑ0βnorm(t)±O

(
ηt

√
log n

nd

)

We have a few cases

1. g1,k is a majority group. In this case

ψ(x)⊤β(t) ≥ 2ηζ2t

d

(
n1∥vc∥2

n
+
∥vs∥2(K − k)

n
+

〈
ξ,

1

n
X⊤y

〉
±O(d−Ω(α))

)
+

√
3

2d
νβbias(t) + ϑ0βnorm(t)±O

(
ηt

√
log n

nd

)

2. g1,k is a minority group and g−1,k is a majority group. In this case

ψ(x)⊤β(t) ≤ 2ηζ2t

d

(
n1∥vc∥2

n
− ∥vs∥

2(K − k)

n
+

〈
ξ,

1

n
X⊤y

〉
±O(d−Ω(α))

)
+

√
3

2d
νβbias(t) + ϑ0βnorm(t)±O

(
ηt

√
log n

nd

)
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3. g1,k is such that no majority groups have the spurious feature. In this case

ψ(x)⊤β(t) =
2ηζ2t

d

(
n1∥vc∥2

n
+
∥vs∥2k̃

n
+

〈
ξ,

1

n
X⊤y

〉
±O(d−Ω(α))

)

+

√
3

2d
νβbias(t) + ϑ0βnorm(t)±O

(
ηt

√
log n

nd

)
, |k̃| ≤ k

Now

〈
ξ,

1

n
X⊤y

〉
=
∑

c∈{±1}

∥vc∥nc

n
⟨ξ,vc⟩+

∑
s

∥vs∥(n1,s − n−1,s)

n
⟨ξ,vs⟩+

〈
ξ,

1

n

n∑
i=1

ξiyi

〉
(9.91)

=
∑

c∈{±1}

∥vc∥nc

n
⟨ξ,vc⟩+

∑
s

∥vs∥(n1,s − n−1,s)

n
⟨ξ,vs⟩ ±O

(√
d

n

)
(9.92)

∼ N (0, κ)±O(d−Ω(α)) (9.93)

Finally, observe that O

(
ηt
√

logn
nd

)
= O(d−1−Ω(α)). Combining all these results and setting

ρ1 =
2ηζ2ct

d
, ρ2 =

ρ1n1∥vc∥2
n

+
√

3
2d
νβbias(t) + ϑ0βnorm(t) shows Theorem 5.3.2 when looking at

the prediction of the linear model. Recall that [71] showed that the average squared error

in predictions between the linear model and the full neural network is O( η2t2

d2+Ω(α) ). Then by

Markov’s inequality, we can guarantee that the predictions of the linear model differ by at

most O( ηt
d1+Ω(α) ) for at least 1 − O(d−Ω(α)) proportion of the examples. This error can be

factored into the existing error term. Hence the result holds for the full neural network.

We can apply the same argument for the class c′. Thus Theorem 5.3.2 is proven.

Notably, Theorem 5.3.2 only depends on the closeness of the neural network and the

initial linear model on the training data, hence does not rely on assumption 9.4.6.
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9.4.3.3 Proof of Theorem 5.3.3

Theorem 5.3.3. Under the assumptions of Theorem 5.3.1, if the classes are balanced, and

the total size of the minority groups in class c is small, i.e., O(n1−γ) for some γ > 0, then

there exists a constant ν2 > 0 such that at T = ν2 · d log dη
, for an example xxxi in a majority

group gc,s, the contribution of the core feature to the model’s output is at most:

|f(vvvc;WWW T , zzzT )| ≤
√
d
Rs

ζRc

+O(n−γ
√
d) +O(d−Ω(α)). (5.9)

In particular if min{Rc, 1} ≫ Rs, then the model’s output is mostly indicated by the spurious

feature instead of the core feature:

|f(vvvs;WWW T , zzzT )| ≥
√
d

2ζ
≫ |f(vvvc;WWW T , zzzT )|. (5.10)

Let gmaj be the total number of majority groups among all classes. Note that by the

definition of majority groups, gmaj is at most the number of classes, namely 2 in the given

analysis.

Since the classes are balanced with labels ±1, it is not hard to see that the bias term in

the weights will always be zero, hence we may as well assume that we do not have the bias

term. Abusing notation, we will still denote quantities by the same symbol, even though now

the bias term has been removed.

First consider a model f̃ = ψ⊤β̃ trained on the dataset Dmaj, which only contains

examples from the majority groups. Further, assume Dmaj has infinitely many examples so

that the noise perfectly matches the underlying distribution. We prove the results in this

simplified setting then extend the result using matrix perturbations.

We have

L =
1

2
EDmaj [(ψ

⊤
i β̃ − yi)

2]

∇L = EDmaj [(ψ
⊤
i β̃ − yi)ψi]
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and the optimal β̃∗ satisfies

β̃∗ =
(
EDmaj [ψiψ

⊤
i ]
)† EDmaj [yiψi]

where † represents the Moore-Penrose pseudo-inverse.

Since the noise is symmetrical with respect to the classes, the bias and norm terms of βββ

must be zero. Thus the loss becomes

L =
1

2
E(xi,yi)∼Dmaj

[
(

√
2

d
ζx⊤

i β̃
′ − yi)

2

]
(9.94)

=
1

2
EDmaj

[
(

√
2

d
ζ(vci + vsi + ξi)

⊤β̃′ − yi)
2

]
(9.95)

=
1

2
EDmaj

[
(

√
2

d
ζ(vci + vsi)

⊤β̃′ − yi)
2 + (

√
2

d
ζξ⊤i β̃

′)2

]
(9.96)

=
1

2
EDmaj

[
(

√
2

d
ζ(vci + vsi)

⊤β̃′ − yi)
2

]
+

ζ2

d
β̃′⊤Σξβ̃

′ (9.97)

Consider the model βs which only learns the spurious features of majority groups

β′
s =

√
d

2

1

ζ

∑
gc,sis a majority group

cvs
∥vs∥2

.

Note that for any example in a majority group, (vci + vsi)⊤β′
s − yi = 0. Thus

L =
ζ2

d
β̃′⊤Σξβ̃

′

=
∑

vsis spurious

σ2
s

2∥vs∥2

≤ gmajR
2

2

The loss for the optimal model must be smaller. But the loss due to the last term in
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equation 9.97 along a core feature alone is

ζ2σ2
c

∥vc∥2d
⟨vc,β′

∗⟩
2 ≤ gmajR

2

2

Rearranging gives

⟨vc,β′
∗⟩

2 ≤ dgmajR
2∥vc∥2

2ζ2σ2
c

(9.98)

Now consider the loss from the first term in equation 9.97 due to a majority group. It

must be at least

K

n

(
1−

√
2

d
ζ ⟨vs,β′

∗⟩ −
√
gmajR∥vc∥

σc

)2

≤ gmajR
2

2

1−
√

2

d
ζ ⟨vs,β′

∗⟩ −
√
gmajR∥vc∥

σc

≤
√

ngmajR2

2K

1−√gmajR(
∥vc∥
σc

+

√
n

2K
) ≤

√
2

d
ζ ⟨vs,β′

∗⟩

Note that
√

n
2K
≤
√

gmaj

2
. Now if we have R sufficiently smaller than σc√

gmaj∥vc∥ and 2
gmaj

, we

can guarantee that the RHS is at least some constant less than 1, say 1√
2
. In this case, we

have

⟨vs,β∗⟩2 ≥
d

4ζ2
(9.99)

Under these assumptions it is clear from equation 9.98 that we will also have

d

4ζ2
≫ ⟨vc,β∗⟩2 (9.100)

Now we return to the original dataset, which contains minority groups and only a finite
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number of examples. Again, we have

β∗ = (Ψ⊤Ψ)†Ψ⊤y

Since we have removed the bias term, it is not hard to show that the matrix 1
n
Ψ⊤Ψ has all

eigenvalues of order Θ(1
d
). Now consider the difference between ∥ 1

n
Ψ⊤Ψ∥ and ∥EDmaj [ψiψ

⊤
i ]∥.

With high probability it will be of order O(nmino
nd

+ 1
d
√
n
) = O(n

−γ

d
), where the first term

corresponds to the inclusion of minority groups and the second term corresponds having a

finite sample size. It follows that

∥∥∥∥( 1nΨ⊤Ψ)† − (EDmaj [ψiψ
⊤
i ])

†
∥∥∥∥ = O

(
d− d

d−O(n−γ)

)
= O(dn−γ)

A similar argument shows that

∥Ψ⊤y − EDmaj [yiψi]∥ = O(d−
1
2n−γ)

Thus the change in alignment with a feature v is

∥∥∥〈β̃∗,v
〉
− ⟨β∗,v⟩

∥∥∥ =
∥∥∥(Ψ⊤Ψ)†Ψ⊤y −

(
EDmaj [ψiψ

⊤
i ]
)† EDmaj [yiψi]

∥∥∥ ∥v∥
≤

∥∥∥∥∥((Ψ⊤Ψ)† −
(
EDmaj [ψiψ

⊤
i ]
)†)

Ψ⊤y

+
(
EDmaj [ψiψ

⊤
i ]
)†
(Ψ⊤y − EDmaj [yiψi])

∥∥∥∥∥∥v∥
≤ O

(
(dn−γ)(d−

1
2 ) + d(d−

1
2n−γ)

)
≤ O(n−γ

√
d)

Replacing gmaj with 2,and combining equations 9.98, 9.99 9.101, and ASsumption 9.4.6,
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we get

|f(vvvs;WWW T , zzzT )| ≥
√
d

2ζ
≫
√
d
Rs

ζRc

+O(n−γ
√
d) +O(d−Ω(α)) ≥ |f(vvvc;WWW T , zzzT )|. (9.101)

which proves the theorem.

9.4.4 Experimentation Details

9.4.4.1 Datasets

CMNIST We created a colored MNIST dataset with spurious correlations by using colors

as spurious attributes following the settings in [229]. First, we defined an image classification

task with 5 classes by grouping consecutive digits (0 and 1, 2 and 3, 4 and 5, 6 and 7, 8 and

9) into the same class. From the train split, we randomly selected 50,000 examples as the

training set, while the remaining 10,000 samples were used as the validation set. The test

split follows the official test split of MNIST.

For each class yi, we assigned a color vvvs from a set of colors A={#ff0000, #85ff00,

#00fff3, #6e00ff, #ff0018} as the spurious attribute that highly correlates with this class,

represented by their hex codes, to the foreground of a fraction pcorr of the training examples.

This fraction represents the majority group for class yi. The stronger the spurious correlation

between class yi and the spurious attribute vvvs, the higher the value of pcorr. The remaining

1− pcorr training examples were randomly colored using a color selected from A \ vvvs. In our

experiments, we set pcorr = 0.995 to establish significant spurious correlations within the

dataset.

Waterbirds is introduced by [155] to study the spurious correlation between the background

(land/water) and the foreground (landbird/waterbird) in image recognition. Species in Caltech-

UCSD Birds-200-2011 (CUB-200-2011) dataset [195] are grouped into two classes, waterbirds

and landbirds. All birds are then cut and pasted onto new background images, with waterbirds

more likely to appear on water and landbirds having a higher probability on land. There are
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4795 training examples in total, 3498 for landbirds with land background, 184 for landbirds

with water background, 56 for waterbirds with land background, and 1057 for waterbirds

with water background.

CelebA is a large-scale face attribute dataset comprised of photos of celebrities. Each

image is annotated with 40 binary attributes, in which “blond hair" and “male" are commonly

used for studying spurious correlations. Specifically, gender is considered a spurious feature

for hair color classification. The smallest group is blond male.

9.4.4.2 Hyperparameters

The hyperparameters employed in our experiments on spurious benchmarks are detailed in

Table 9.7. For the Waterbirds and CelebA datasets, we tuned the learning rate within the

range of {1e-4, 1e-5} and weight decay within the range of {1e-1, 1e-0}. These ranges were

determined based on the ranges of optimal hyperparameters used by the current state-of-the-

art algorithms [43, 106, 155, 133, 229]. The batch sizes and total training epochs remained

consistent with those used in these prior studies. To determine the epoch for separating

groups, we performed clustering on the validation set while training the model on the training

set to maximize the minimum recall of Spare’s clusters with the groups in the validation

set. As mentioned in Section 5.5.2, we decided the number of clusters and adjusted the

sampling power for each class based on Silhouette scores. Specifically, when the Silhouette

score was below 0.9, a sampling power of 2 was applied, while a sampling power of 1 was

used otherwise. It is important to note that other algorithms tuned hyperparameters, such as

epochs to separate groups and upweighting factors, by maximizing the worst-group accuracy

of fully trained models on the validation set, which is more computationally demanding than

the hyperparameter tuning of Spare.
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Table 9.7: Hyperparameters used for the reported results on different datasets.

Dataset CMNIST Waterbirds CelebA

Learning rate 1e-3 1e-4 1e-5
Weight decay 1e-3 1e-1 1e-0
Batch size 32 128 128
Training epochs 20 300 50

Group separation epoch 2 2 1
Silhouette scores [0.997,0.978,0.996,0.991,0.996] [0.886,0.758] [0.924,0.757]
Sampling power [1,1,1,1,1] [2,2] [1,2]

9.4.4.3 Choices of Model Outputs

In our experiments, we found the worst-group accuracy gets the most improvement when

Spare uses the outputs of the last linear layer to separate the majority from the minority

for CMNIST and Waterbirds and use the second to last layer (i.e., the feature embeddings

inputted to the last linear layer) to identify groups in CelebA. We speculate that this

phenomenon can be attributed to the increased complexity of the CelebA dataset compared

to the other two datasets, as employing a higher output dimension help identify groups more

effectively.

9.4.5 Discovering Spurious Features

9.4.5.1 Restricted ImageNet

We use Restricted ImageNet proposed in [187] which contains 9 superclasses of ImageNet.

The classes and the corresponding ImageNet class ranges are shown in Table 9.8.

9.4.5.2 Experimental Settings

When training on Restricted ImageNet, we use ResNet50 [67] from the PyTorch library

[141] with randomly initialized weights instead of pretrained weights. We followed the

hyperparameters specified in [63]: the model was trained for 90 epochs, with an initial
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Table 9.8: Classes included in Restricted ImageNet and their corresponding ImageNet class
ranges.

Restricted ImageNet Class ImageNet class range

dog 151-268
cat 281-285
frog 30-32

turtle 33-37
bird 80-100

primate 365-382
fish 389-397
crab 118-121
insect 300-319

learning rate of 0.1. The learning rate was reduced by a factor of 0.1 at the 30th, 60th, and

80th epochs. During training, we employed Nesterov momentum of 0.9 and applied a weight

decay of 0.0001.

9.4.5.3 Investigation on Groups Identified by EIIL vs. Spare

Evaluation setup. As no group-labeled validation set is available to tune the epoch in

which the groups are separated, we tried separating groups using ERM models trained for

various numbers of epochs. Since both EIIL and Spare identify the groups early (EIIL infers

groups on models trained with ERM for 1 epoch for both Waterbirds and CelebA, as shown

in Table 9.12 and Table 9.11, and 5 epochs for CMNIST; the group separation epochs for

Spare are epoch 1 or 2 for the three datasets, as shown in Table 9.7), we tuned the epoch to

separate groups in the range of {2,4,6,8} for both algorithms. This tuning was based on the

average test accuracy achieved by the final model, as the worst-group accuracy is undefined

without group labels. Interestingly, while Spare did not show sensitivity to the initial epochs

on Restricted ImageNet, EIIL achieved the highest average test accuracy when the initial

models were trained for 4 epochs using ERM.

EIIL finds groups of misclassified examples while Spare finds groups with

spurious features. We observed that EIIL effectively separates examples that have 0%
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Table 9.9: Accuracy (%) of training examples in different classes of Restricted ImageNet in
the two environments inferred by EIIL. EIIL trains models with Group DRO on the inferred
environments, resulting in up-weighting misclassified examples in Env 2.

Class dog cat frog turtle bird primate fish crab insect

Env 1 ERM acc 98 37 26 62 76 78 78 71 90
Env 2 ERM acc 0 0 0 0 0 0 0 0 0

Env 1 size 144378 488 457 2875 17157 11233 6817 2172 21112
Env 2 size 3495 6012 3443 3625 9984 12167 4417 3028 4888

classification accuracy as the minority group, as demonstrated in Table 9.9. This separation

is analogous to the error-splitting strategy employed by JTT [106] when applied to the same

initial model. This similarity in behavior is also discussed in [43]. Instead of focusing on

misclassified examples, Spare separates the examples that are learned early in training.

Table 9.10 shows that the first cluster found by Spare have almost 100% accuracy, indicating

that the spurious feature is learned for such examples. Downweighting examples that are

learned early allows for effectively mitigating the spurious correlation.

Spare upweights outliers less than EIIL. Heavily upweighting misclassified ex-

amples can be problematic for this more realistic dataset than the spurious benchmarks as

the misclassified ones are likely to be outliers, noisy-labeled or contain non-generalizable

information. Table 9.9 shows that groups inferred by EIIL are more imbalanced, which

makes EIIL upweights misclassified examples more than Spare. As shown in Table 5.4, this

heavier upweighting of misclassified examples with EIIL drops accuracy not only for the

minority groups but also for the overall accuracy. Therefore, we anticipate that this effect

would persist or become even more pronounced for methods like JTT, which directly identify

misclassified examples as the minority group. In contrast, Spare separates groups based on

the spurious feature that is learned early, and upweights the misclassified examples less than

other methods due to the more balanced size of the clusters. This allows Spare to more

effectively mitigate spurious correlations than others.
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Table 9.10: Accuracy (%) of training examples in different classes of Restricted ImageNet in
the two groups inferred by Spare at epoch 8.

Class dog cat frog turtle bird primate fish crab insect

Cluster 1 ERM acc 100 100 100 100 100 99 100 100 100
Cluster 2 ERM acc 64 9 11 14 28 13 27 16 36

Cluster 1 size 130541 3236 1578 2684 18870 12158 7331 2566 18974
Cluster 2 size 17332 3264 2322 3816 8271 11242 3903 2634 7026

9.4.6 Comparing Inferred with Ground-truth Groups

In Table 9.11 and Table 9.12, we compare the clusters found by Spare vs. (1) misclassified

examples found by JTT, (2) environments inferred by EIIL, and (3) pseudo-labels learned by

SSA.

9.4.6.1 Implementation of Baselines

Both JTT [106] and EIIL [43] require training an ERM model to identify groups of examples

for upweighting or downweighting. For clarity, we will refer to this ERM model as the

reference model, which is equivalent to the identification models defined in [106].

JTT. We train the reference model from ImageNet-pre-trained weights with ERM based on

the optimal hyperparameters reported in [106] and upsample training examples misclassified

by the identification models. For Waterbirds, we train the identification model for 60 epochs

with a learning rate 1e-5 and weight decay 1. For CelebA, the identification model is trained

for 1 epoch with a learning rate 1e-5 and weight decay 0.1.

EIIL. For Waterbirds, we follow the environment inference steps explained in [43]: we use

an ERM model trained for 1 epoch as the reference model and optimize the EI objective of

EIIL with learning rate 0.01 for 20, 000 steps using the Adam optimizer. As no experiment

was conducted on CelebA in the original paper [43], we follow the proposal in [133], which

took the same EI procedure for CelebA as for Waterbirds.
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SSA. We implement SSA based on the pseudo-code and experimental details explained

in [133]. Please refer to [133] for details of the setups. As the pseudo-attribute predictor

shares the same architecture as the robust model but is trained on the validation set, to

make the inference cost comparable across all methods, we report the inference cost of SSA

by converting the number of training-on-validation steps for the pseudo-attribute predictor

to the number of training-on-train epochs that involve the same total number of gradient

backward steps.

9.4.6.2 Comparison of Groups.

CelebA. We start from the CelebA dataset, where we observed more significant disparities

among the groups identified by different algorithms, as demonstrated in Table 9.11. JTT

simply upweights the smaller class (i.e., blond hair), as most examples from that class are

misclassified due to the strong class imbalance. Similarly, EIIL assigns higher weights to

more examples from the smaller class.

On the other hand, when examining the confusion matrices, we found that both SSA and

Spare successfully discover groups that closely align with the ground-truth groups in CelebA.

Note that Spare requires much less training than SSA. However, upon visualizing the samples,

we noticed that the upweighted examples identified by SSA exhibit some characteristics

learned from the validation set that are more correlated with a certain gender. For instance,

11.4% of the upweighted examples of blonde females and only 1.2% of the downweighted

examples wear sunglasses, which is a feature that is correlated more with males in the

validation set (13.5% of males vs. only 2.3% of females in the validation set wear sunglasses).

Importantly, when examining the correlation between hair colors (actual class labels) and

sunglasses, we observe a milder correlation between non-blond hair and sunglasses: 7.3% of

non-blond haired wear sunglasses compared to only 1.7% of those with blond hair. Therefore,

the pseudo-attribute predictor has likely learned to correlate blond males with sunglasses,

resulting in the potential to amplify other (potentially spurious) correlations learned from

the validation set while mitigating the targeted spurious correlations.
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Waterbirds. In line with our observations on CelebA, as shown in Table 9.12, the

groups identified by JTT are similar to those identified by EIIL, and the groups identified

by SSA share similarities with the groups identified by Spare, which requires less training.

Specifically, JTT and EIIL focus on upweighting noisy and outlier examples, SSA upweights

examples that may possess certain (spurious) features (i.e., yellow feathers), and Spare

prioritizes upweighting minority groups that do not share the spurious features with the

majority groups.

9.4.7 Reproducibility

Each experiment was conducted on one of the following GPUs: NVIDIA A40 with 45G

memory, NVIDIA RTX A6000 with 48G memory, and NVIDIA RTX A5000 with 24G

memory.

9.5 Appendix for Chapter 6

9.5.1 Synthetic Experiments

Datasets. We generate 10, 000 training examples and 10, 000 test examples from the data

distribution defined in Definition 6.1.1 with dimension d = 50 and number of patches P = 3.

Specifically, we let α = 0.98, βc = 0.2, βs = 1 and σp = 0.78 for Table 6.1 as well as Figure 6.3a

and Figure 6.3c. For Figure 6.3b, we consider a data distribution where α = 0.98, βc = 1,

βs = 0.2 and σp = 0.78. Furthermore, we randomly shuffle the order of the patches of x after

we generate data (x, y, a).

Training. We consider the performances of a nonlinear CNN trained with ERM and

PDE. The nonlinear CNN architecture follows (6.3) with the cubic activation function, where

we let the number of neurons/filters J = 40. We use gradient descent with momentum

(GD+M) as the optimizer of our method, setting the momentum to 0.9 and the learning rate

to 0.03. The number of warm-up iterations is set to 800. We consider ERM trained with GD

with a learning rate 0.1 and without momentum to align with our theoretical finding in both
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Table 9.11: Comparison of groups found by different methods for CelebA.

Inference Method
(Cost)

Samples Confusion Matrix

JTT (1 epoch)

dark-female
 upweight

dark-female
 downweight

dark-male
 upweight

dark-male
 downweight

blonde-female
 downweight

blonde-female
 upweight

blonde-male
 downweight

blonde-male
 upweight

Dark
upsample

Dark
downsample

Blonde
downsample

Blonde
upsample

Predicted groups

Da
rk

fe
m

al
e

Da
rk

m
al

e
Bl

on
de

fe
m

al
e

Bl
on

de
m

al
e

Tr
ue

 g
ro

up
s

3 71626 0 0

0 66874 0 0

0 0 170 22710

0 0 0 1387

EIIL (1 epoch)

dark-female
 upweight

dark-female
 downweight

dark-male
 upweight

dark-male
 downweight

blonde-female
 downweight

blonde-female
 upweight

blonde-male
 downweight

blonde-male
 upweight

Dark
upsample

Dark
downsample

Blonde
downsample

Blonde
upsample

Predicted groups

Da
rk

fe
m

al
e

Da
rk

m
al

e
Bl

on
de

fe
m

al
e

Bl
on

de
m

al
e

Tr
ue

 g
ro

up
s

3128 68501 0 0

331 66543 0 0

0 0 4404 18476

0 0 1028 359

SSA (53 epochs)

dark-female
 upweight

dark-female
 downweight

dark-male
 upweight

dark-male
 downweight

blonde-female
 downweight

blonde-female
 upweight

blonde-male
 downweight

blonde-male
 upweight

Dark
upsample

Dark
downsample

Blonde
downsample

Blonde
upsample

Predicted groups

Da
rk

fe
m

al
e

Da
rk

m
al

e
Bl

on
de

fe
m

al
e

Bl
on

de
m

al
e

Tr
ue

 g
ro

up
s

68642 2987 0 0

2105 64769 0 0

0 0 22547 333

0 0 102 1285

Spare (1 epoch)

dark-female
 upweight

dark-female
 downweight

dark-male
 upweight

dark-male
 downweight

blonde-female
 downweight

blonde-female
 upweight

blonde-male
 downweight

blonde-male
 upweight

Dark
upsample

Dark
downsample

Blonde
downsample

Blonde
upsample

Predicted groups

Da
rk

fe
m

al
e

Da
rk

m
al

e
Bl

on
de

fe
m

al
e

Bl
on

de
m

al
e

Tr
ue

 g
ro

up
s

61568 10061 0 0

5440 61434 0 0

0 0 21135 1745

0 0 257 1130
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Table 9.12: Comparison of groups found by different methods for Waterbirds.

Inference Method
(Cost)

Samples Confusion Matrix

JTT (60 epochs)

landbird-land
 downweight

landbird-land
 upweight

waterbird-water
 downweight

waterbird-water
 upweight Landbird

downweight
Landbird
upweight

Waterbird
upweight

Waterbird
downweight

Predicted groups

La
nd

bi
rd

la
nd

La
nd

bi
rd

wa
te

r
W

at
er

bi
rd

la
nd

W
at

er
bi

rd
wa

te
r

Tr
ue

 g
ro

up
s

3489 9 0 0

114 70 0 0

0 0 51 5

0 0 171 886

EIIL (1 epoch)

landbird-land
 downweight

landbird-land
 upweight

waterbird-water
 downweight

waterbird-water
 upweight Landbird

downweight
Landbird
upweight

Waterbird
upweight

Waterbird
downweight

Predicted groups

La
nd

bi
rd

la
nd

La
nd

bi
rd

wa
te

r
W

at
er

bi
rd

la
nd

W
at

er
bi

rd
wa

te
r

Tr
ue

 g
ro

up
s

3477 21 0 0

86 98 0 0

0 0 41 15

0 0 74 983

SSA (40 epochs)

landbird-land
 downweight

landbird-land
 upweight

waterbird-water
 downweight

waterbird-water
 upweight Landbird

downweight
Landbird
upweight

Waterbird
upweight

Waterbird
downweight

Predicted groups

La
nd

bi
rd

la
nd

La
nd

bi
rd

wa
te

r
W

at
er

bi
rd

la
nd

W
at

er
bi

rd
wa

te
r

Tr
ue

 g
ro

up
s

3301 197 0 0

11 173 0 0

0 0 53 3

0 0 83 974

Spare (1 epoch)

landbird-land
 downweight

landbird-land
 upweight

waterbird-water
 downweight

waterbird-water
 upweight Landbird

downweight
Landbird
upweight

Waterbird
upweight

Waterbird
downweight

Predicted groups

La
nd

bi
rd

la
nd

La
nd

bi
rd

wa
te

r
W

at
er

bi
rd

la
nd

W
at

er
bi

rd
wa

te
r

Tr
ue

 g
ro

up
s

3431 67 0 0

45 139 0 0

0 0 50 6

0 0 126 931
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Table 6.1 and Figure 6.4. In Table 6.1, we also show the experiment results for ERM trained

with GD+M as same as PDE. All models are trained until convergence.

Additional experiments. In Figure 9.10, we demonstrate the growth of maxj∈[J ]⟨w(t)
j , vvvs⟩

and maxj∈[J ]⟨w(t)
j , vvvc⟩ for ERM trained with GD+M under the same data generated in Fig-

ure 6.4. Similarly, we observe that ERM learns the spurious feature quickly as the training

loss is minimized under our data distribution. Meanwhile, if the data is generated as in case

2 where βc > βs, ERM learns the core feature correctly.
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0.0

0.5

1.0

1.5

max
j [J]

w(t)
j , vs

max
j [J]

w(t)
j , vc

training loss

(a) ERM (case 1)
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(b) ERM (case 2)

Figure 9.10: Training process of ERM trained with GD+M. We consider the same
dataset generated in Figure 6.4 and observe almost the same training process as ERM with
GD, except GD+M learns the features faster.

Furthermore, we consider the following variation of our methods on the same dataset in

Table 6.1 to demonstrate the importance of gradual expansion. In Figure 9.11, we let PDE

incorporate all of the new training data at once after the warm-up stage. As demonstrated,

adding all data at once makes it harder for the model to continue learning core features,

resulting in a worst-group accuracy of 74.24% as compared to 94.32% for progressive expansion.

Expansion stage

Figure 9.11: Variation of PDE. We consider the same dataset generated in Figure 6.4 and
add all data at once after the warm-up stage.
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9.5.2 Benchmark Datasets

Waterbirds. The Waterbirds dataset [155] was constructed to study object recognition

models relying on image backgrounds instead of the object itself. To this end, bird images

from the Caltech-UCSD Birds-200-2011 (CUB) dataset [196] were combined with backgrounds

from the Places dataset [234]. The dataset contains 4, 795 bird images labeled as a waterbird

or landbird and placed against a water or land background. Waterbirds are predominantly

located against a water background, while landbirds are situated against a land background.

Notably, the smallest subgroup in the dataset is waterbirds on land, consisting of only 56

examples.

CelebA. The CelebA dataset [109] is a popular face attribute dataset used to examine

the spurious associations between non-demographic and demographic attributes. Specifically,

one of the 40 binary attributes, “blond hair", is used as the target attribute, and “male" is

the spurious attribute. The dataset contains 162, 770 training examples, with the smallest

group being blond-haired males, with only 1387 examples.

CivilComments-WILDS. The CivilComments-WILDS dataset [93] is designed to

explore the challenge of classifying online comments as either toxic or non-toxic while dealing

with the spurious correlation between the label and demographic information such as gender,

race, religion, and sexual orientation. The dataset’s evaluation metric, as defined by [93],

creates 16 overlapping groups for each of the eight demographic identities, resulting in a total

of 512 distinct groups. For each group, the metric calculates the worst-case performance of

a classifier, which allows for a robust evaluation of the model’s ability to generalize across

diverse populations.

9.5.3 Real Data Experiments

Setup. Our experiment settings strictly follow the same setting used for datasets introduced

in Section 9.5.2 in previous works [155, 106, 132, 43, 90]. Specifically, we built our training

pipeline with the WILDS package [92] which uses pretrained ResNet-50 model [67] in Pytorch
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Table 9.13: Number of data in our warm-up dataset for PDE’s results in Table 6.2. We also
report the number of data in total for the three datasets.

Dataset Warm-up All

Waterbirds 224 4,795
CelebA 5,548 162,770
CivilComments-WILDS 13,705 269,038

[141] library for the image datasets (i.e., Waterbirds and CelebA) and Transformer [193] in

Transformers library [202] for CivilComments-WILDS. All experiments were conducted on a

single NVIDIA RTX A6000 GPU with 48GB memory.

Training. In Table 9.13, we summarize the number of data used in the warm-up stage

for PDE in Table 6.2 with the total number of data in the entire datasets. In Table 9.14, we

report the hyperparameters used for PDE with the notations in Algorithm 5. Specifically, T0

refers to the number of epochs for the warm-up stage and J refers to the number of epochs

for training after each data expansion. Lastly, m is the number of added data for each data

expansion. Our batch size is consistent with GroupDRO.

Table 9.14: Hyperparameters used for PDE’s results in Table 6.2. Note that T0 and J are in
epochs of PDE’s training set, which have fewer iterations than epochs of the full training set.

Dataset Learning rate Weight decay Batch size T0 J m

Waterbirds 1e-2 1e-2 64 140 10 10
CelebA 1e-2 1e-4 128 16 10 50
CivilComments-WILDS 1e-5 1e-2 16 15 2 300

Groups for CivilComments-WILDS. We note that the demographic tags in CivilComments-

WILDS can coexist in the input text. For example, a text can contain both tags of female

and male. Therefore, combining the 8 demographic tags with the binary classification label

(toxic vs. non-toxic) results in 16 overlapping groups, where each group counts as data from

a class with/without a specific tag. For computational efficiency, previous methods divide

the data into four non-overlapping groups either by the specific one demographic tag ai

(groups are {y = ±1, ai = ±1}) [93] or by containing any one of the tags: a = 1 if any ai = 1

and a = −1 otherwise (groups are {y = ±1, a = ±1}) [106, 43]. However, the data can
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actually be partitioned into 512 distinct groups, with each group corresponding to different

combinations of tags: {y = ±1, a1 = ±1, a2 = ±1, . . . , an = ±1}. As GroupDRO requires

computation per group at each training batch, considering a large number of groups makes it

harder for GroupDRO to train efficiently. Meanwhile, having more groups does not impose

an additional computational cost on PDE, so we can consider all these data groups when

constructing our warm-up set. As many groups are empty or contain very little data, we

set a threshold to select at most 150 data points from each group to ensure a balanced yet

sufficient warm-up set.

Efficiency. In Table 9.15, we further report the training efficiency of PDE compared

with GroupDRO on CelebA and CivilComments-WILDS. Similar to what we observe on

the Waterbirds dataset, PDE achieves the best performance at a larger learning rate and

smaller weight decay on CelebA with a significant speedup as compared to GroupDRO. On

CivilComments-WILDS, we can also observe an improved efficiency.

Table 9.15: Training efficiency of PDE and GroupDRO on CelebA dataset.

Method Learning rate Weight decay Worst Average Early-stopping epoch*

GroupDRO 1e-5 1e-1 86.3±1.1 92.9±0.3 23.7±6.8

PDE 1e-2 1e-4 91.0±0.4 92.0±0.6 0.7±0.3

Table 9.16: Training efficiency of PDE and GroupDRO on CivilComments-WILDS dataset.

Method Learning rate Weight decay Worst Average Early-stopping epoch*

GroupDRO 1e-5 1e-2 69.4±0.9 89.6±0.5 3.3±2.1

PDE 1e-5 1e-2 71.5±0.5 86.3±1.7 2.1±1.1

Data Augmentation. Additionally, the increased training speed of our method facilitates

the usage of techniques such as data augmentation. While data augmentation is a common

practice for improving model generalization, DRO approaches have not incorporated it into

their methods. We hypothesize that this omission stems from the slower training process. Data

augmentation introduces random noise to the training data, which complicates convergence

during training when using a very small learning rate. As illustrated in Table 9.17, data
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augmentation leads to slightly worse performance for GroupDRO. In contrast, our method

effectively benefits from data augmentation.

Table 9.17: The effect of data augmentation on GroupDRO and PDE on Waterbirds dataset.
We report the worst-group and average accuracy.

GroupDRO PDE
Method Worst Avg Worst Avg

W/o data aug 86.7 93.2 88.9 89.5
W/ data aug 85.7 96.6 90.3 92.4

9.5.4 Proof Preliminaries

Notation. In this paper, we use lowercase letters, lowercase boldface letters, and uppercase

boldface letters to respectively denote scalars (a), vectors (vvv), and matrices (W). We use

sgn to denote the sign function.For a vector vvv, we use ∥vvv∥2 to denote its Euclidean norm.

Given two sequences {xn} and {yn}, we denote xn = O(yn) if |xn| ≤ C1|yn| for some absolute

positive constant C1, xn = Ω(yn) if |xn| ≥ C2|yn| for some absolute positive constant C2, and

xn = Θ(yn) if C3|yn| ≤ |xn| ≤ C4|yn| for some absolute constants C3, C4 > 0. We use Õ(·) to

hide logarithmic factors of d in O(·).

Before we go into the analysis, we first consider the following gradient,

∇wj
L(W(t)) = − 1

N

N∑
i=1

exp(−yif(xi;W
(t)))

1 + exp(−yif(xi;W(t)))
· yif ′(xi;W

(t)). (9.102)

Let’s denote the derivative of a data example i at iteration t to be

ℓ
(t)
i =

exp(−yif(xi;W
(t)))

1 + exp(−yif(xi;W(t)))
= sigmoid(−yif(xi;W

(t))). (9.103)

Lemma 9.5.1. (Gradient) Let the loss function L be as defined in (6.1). For t ≥ 0 and
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j ∈ [J ], the gradient of the loss L with regard to neuron wj is

∇wj
L(W(t)) = − 3

N

(
β3
c

N∑
i=1

ℓ
(t)
i ⟨wj, vvvc⟩2vvvc +

N∑
i=1

ℓ
(t)
i yi⟨wj, ξi⟩2ξi+(∑

i∈S1

ℓ
(t)
i −

∑
i∈S2

ℓ
(t)
i

)
· β3

s ⟨wj, vvvs⟩2vvvs
)
.

Proof. We have the following gradient

∇wj
L(W(t)) = − 1

N

N∑
i=1

exp(−yif(xi;W
(t)))

1 + exp(−yif(xi;W(t)))
· yif ′(xi;W

(t)). (9.104)

And let’s denote the derivative of a data example i at iteration t to be

ℓ
(t)
i =

exp(−yif(xi;W
(t)))

1 + exp(−yif(xi;W(t)))
= sigmoid(−yif(xi;W

(t))). (9.105)

Then, we can further write the gradient as

∇wj
L(W(t)) = − 3

N

N∑
i=1

ℓ
(t)
i yi

P∑
p=1

⟨wj,x
(p)⟩2 · x(p)

= − 3

N

N∑
i=1

ℓ
(t)
i yi

(
⟨wj, βcyivvvc⟩2βcyivvvc + ⟨wj, βsaivvvs⟩2βsaivvvs + ⟨wj, ξi⟩2ξi

)
= − 3

N

N∑
i=1

ℓ
(t)
i

(
β3
c ⟨wj, vvvc⟩2vvvc + β3

syiai⟨wj, vvvs⟩2vvvs + yi⟨wj, ξi⟩2ξi
)

= − 3

N

(
N∑
i=1

ℓ
(t)
i

(
β3
c ⟨wj, vvvc⟩2vvvc + yi⟨wj, ξi⟩2ξi

)

+
(∑

i∈S1

ℓ
(t)
i −

∑
i∈S2

ℓ
(t)
i

)
β3
s ⟨wj, vvvs⟩2vvvs

)
,

where the last equality holds due to that for i ∈ S1 we have ai = yi and for i ∈ S2 we have

ai = −yi.

With the gradient, we have the following:
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Core feature gradient. The projection of the gradient on vvvc is then

⟨∇wj
L(W(t)), vvvc⟩ = −

3β3
c

N

N∑
i=1

ℓ
(t)
i ⟨wj, vvvc⟩2. (9.106)

Spurious feature gradient. The projection of the gradient on vvvs is

⟨∇wj
L(W(t)), vvvs⟩ = −

3β3
s

N

(∑
i∈S1

ℓ
(t)
i −

∑
i∈S2

ℓ
(t)
i

)
· ⟨wj, vvvs⟩2. (9.107)

Noise gradient. The projection of the gradient on ξi is

⟨∇wj
L(W(t)), ξi⟩ = −

3yi
N

N∑
i=1

ℓ
(t)
i ⟨wj, ξi⟩2∥ξi∥22. (9.108)

Derivative of data example i. ℓ
(t)
i can be rewritten as

ℓ
(t)
i = sigmoid

(
− yif(xi;W

(t))
)

= sigmoid
( J∑

j=1

−β3
c ⟨wj, vvvc⟩3 − yiaiβ

3
s ⟨wj, vvvs⟩3 − yi⟨wj, ξi⟩3

)
. (9.109)

Note that 0 < ℓ
(t)
i < 1 due to the property of the sigmoid function. Furthermore, we similarly

consider that the sum of the sigmoid terms for all time steps is bounded up to a logarithmic

dependence [37]. The sigmoid term is considered small for a κ such that

T∑
t=0

1

1 + exp(κ)
≤ Õ(1),

which implies κ ≥ Ω̃(1).

9.5.5 Proof of Theorem 6.1.2

In this section, we present the detailed proofs that build up to Theorem 6.1.2. We begin by

considering the update for the spurious feature and core feature.
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Lemma 9.5.2 (Spurious feature update.). For all t ≥ 0 and j ∈ [J ], the spurious feature

update is

⟨w(t+1)
j , vvvs⟩ = ⟨w(t)

j , vvvs⟩+
3ηβ3

s

N

(∑
i∈S1

ℓ
(t)
i −

∑
i∈S2

ℓ
(t)
i

)
⟨w(t)

j , vvvs⟩2,

which gives

Θ̃(η)β3
s

(
α̂g1(t)−

∑
i∈S2

ℓ
(t)
i /N

)
⟨w(t)

j , vvvs⟩2 ≤ ⟨w(t+1)
j , vvvs⟩ − ⟨w(t)

j , vvvs⟩

≤ Θ̃(η)β3
s · α̂g1(t) · ⟨w

(t)
j , vvvs⟩2,

where g1(t) = sigmoid
(
−
∑

j∈[J ](β
3
c ⟨w

(t)
j , vvvc⟩3 + β3

s ⟨w
(t)
j , vvvs⟩3)

)
.

Proof. The spurious feature update is obtained by using the gradient update of W(t) and

plugging in (9.107):

⟨w(t+1)
j , vvvs⟩ = ⟨w(t)

j − η∇wj
L(W(t)), vvvs⟩

= ⟨w(t)
j , vvvs⟩+

3ηβ3
s

N

(∑
i∈S1

ℓ
(t)
i −

∑
i∈S2

ℓ
(t)
i

)
⟨w(t)

j , vvvs⟩2.

We first prove the upper bound. Consider the following,

⟨w(t+1)
j , vvvs⟩ = ⟨w(t)

j , vvvs⟩+
3ηβ3

s

N

(∑
i∈S1

ℓ
(t)
i −

∑
i∈S2

ℓ
(t)
i

)
⟨w(t)

j , vvvs⟩2

≤ ⟨w(t)
j , vvvs⟩+

3ηβ3
s

N

(∑
i∈S1

ℓ
(t)
i

)
⟨w(t)

j , vvvs⟩2

≤ ⟨w(t)
j , vvvs⟩+ Θ̃(η)β3

s ·
∑

i∈S1
g1(t)

N
· ⟨w(t)

j , vvvs⟩2

= ⟨w(t)
j , vvvs⟩+ Θ̃(η)β3

s α̂ · g1(t) · ⟨w
(t)
j , vvvs⟩2,

where the first inequality holds due to 0 < ℓ
(t)
i < 1, the second inequality holds due to

Lemma 9.5.12, and the last equality holds due to |S1|/N = α̂. Then, for the lower bound, we
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consider the same bound for i ∈ S1 in Lemma 9.5.12 and obtain

⟨w(t+1)
j , vvvs⟩ = ⟨w(t)

j , vvvs⟩+
3ηβ3

s

N

(∑
i∈S1

ℓ
(t)
i −

∑
i∈S2

ℓ
(t)
i

)
⟨w(t)

j , vvvs⟩2

≥ ⟨w(t)
j , vvvs⟩+ Θ̃(η)β3

s

(
α̂ · g1(t)−

∑
i∈S2

ℓ
(t)
i /N

)
⟨w(t)

j , vvvs⟩2.

Similarly, we have the update for the core feature as below.

Lemma 9.5.3 (Core feature update). For all t ≥ 0 and j ∈ [J ], the core feature update is

⟨w(t+1)
j , vvvc⟩ = ⟨w(t)

j , vvvc⟩+
3ηβ3

c

N

( N∑
i=1

ℓ
(t)
i

)
⟨w(t)

j , vvvc⟩2,

which gives

Θ̃(η)β3
c · α̂g1(t) · ⟨w

(t)
j , vvvc⟩2 ≤ ⟨w(t+1)

j , vvvc⟩ − ⟨w(t)
j , vvvc⟩

≤ Θ̃(η)β3
c ·
(
α̂g1(t) +

∑
i∈S2

ℓ
(t)
i /N

)
· ⟨w(t)

j , vvvc⟩2.

Proof. The core feature update is obtained by using the gradient update of W(t) and plugging

in (9.106):

⟨w(t+1)
j , vvvc⟩ = ⟨w(t)

j − η∇wj
L(W(t)), vvvc⟩

= ⟨w(t)
j , vvvc⟩+

3ηβ3
c

N

( N∑
i=1

ℓ
(t)
i

)
⟨w(t)

j , vvvc⟩2.
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We prove for the lower bound,

⟨w(t+1)
j , vvvc⟩ = ⟨w(t)

j , vvvc⟩+
3ηβ3

c

N

( N∑
i=1

ℓ
(t)
i

)
⟨w(t)

j , vvvc⟩2

≥ ⟨w(t)
j , vvvc⟩+

3ηβ3
c

N

(∑
i∈S1

ℓ
(t)
i

)
⟨w(t)

j , vvvc⟩2

≥ ⟨w(t)
j , vvvc⟩+ Θ̃(η)β3

c α̂g1(t) · ⟨w
(t)
j , vvvc⟩2,

where the first inequality holds due to 0 < ℓ
(t)
i < 1 and the second inequality holds due to

Lemma 9.5.12. And for the upper bound. we similarly have

⟨w(t+1)
j , vvvc⟩ = ⟨w(t)

j , vvvc⟩+
3ηβ3

c

N

( N∑
i=1

ℓ
(t)
i

)
⟨w(t)

j , vvvc⟩2

≤ ⟨w(t)
j , vvvc⟩+ Θ̃(η)β3

c ·
(
α̂g1(t) +

∑
i∈S2

ℓ
(t)
i

)
· ⟨w(t)

j , vvvc⟩2.

Note that ⟨w(t+1)
j , vvvc⟩ is non-decreasing from the lower bound of Lemma 9.5.3. As

w
(0)
j ∼ N (0, σ2

0Id) are initialized with small σ0, the sigmoid terms ℓ
(t)
i are large in the initial

iterations. And while l
(t)
i remains large for i ∈ S1, we have g1(t) = Θ(1) as similar as in [81].

Therefore, ⟨w(t+1)
j , vvvs⟩ is also non-decreasing since α̂ ·Θ(1)−

∑
i∈S2

l
(t)
i /N ≥ 2α̂− 1 > 0 for

l
(t)
i < 1 and α̂ > 1/2. Eventually, g1(t) becomes small at a time T0 > 0. We now consider a

simplified version of the above lemma in this early training stage.

Lemma 9.5.4 (Spurious feature update in early iterations). Let T0 > 0 be such that

maxj∈[J ]⟨w(T0)
j , vvvs⟩ ≥ Ω̃(1/βs). For t ∈ [0, T0], the spurious feature update has the following

bound

Θ̃(η)β3
s (2α̂− 1) · ⟨w(t)

j , vvvs⟩2 ≤ ⟨w(t+1)
j , vvvs⟩ − ⟨w(t)

j , vvvs⟩ ≤ Θ̃(η)β3
s α̂ · ⟨w

(t)
j , vvvs⟩2.

Proof. Let T0 > 0 be such that either maxj∈[J ]⟨w(T0)
j , vvvs⟩ ≥ Ω̃(1/βs) or maxj∈[J ]⟨w(T0)

j , vvvc⟩ ≥

Ω̃(1/βc). We will show later that the first condition will be first met and we have ⟨w(t)
j , vvvc⟩ ≤
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Ω̃(1/βc) for all j ∈ [J ] and t ∈ [0, T0].

Recall that g1(t) = sigmoid
(
−
∑

j∈[J ](β
3
c ⟨w

(t)
j , vvvc⟩3 + β3

s ⟨w
(t)
j , vvvs⟩3)

)
. Then, for t ∈ [0, T0],

we have

g1(t) =
1

1 + exp
(∑

j∈[J ](β
3
c ⟨w

(t)
j , vvvc⟩3 + β3

s ⟨w
(t)
j , vvvs⟩3)

)
≥ 1

1 + exp
(
κ+ κ

)
=

1

1 + exp
(
Ω̃(1)

) ,
where the first inequality holds due to ⟨w(t)

s , vvvs⟩ ≤ κ/(J1/3βs) and ⟨w(t)
s , vvvc⟩ ≤ κ/(J1/3βc) for

t ∈ [0, T0]. Therefore, similar to [81], we have g1(t) = Θ(1) in the early iterations. Moreover,

as 0 < ℓ
(t)
i < 1, we have

∑
i∈S2

ℓ
(t)
i /N < 1− α̂. This implies the result in Lemma 9.5.2 as

Θ̃(η)β3
s (2α̂− 1)⟨w(t)

j , vvvs⟩2 ≤ ⟨w(t+1)
j , vvvs⟩ − ⟨w(t)

j , vvvs⟩ ≤ Θ̃(η)β3
s α̂⟨w

(t)
j , vvvs⟩2.

And similarly, for the core feature, we have

Lemma 9.5.5 (Core feature update in early iterations). Let T0 > 0 be such that maxj∈[J ]⟨w(T0)
j , vvvs⟩ ≥

Ω̃(1/βs). For t ∈ [0, T0], the core feature update has the following bound

Θ̃(η)β3
c α̂ · ⟨w

(t)
j , vvvc⟩2 ≤ ⟨w(t+1)

j , vvvc⟩ − ⟨w(t)
j , vvvc⟩ ≤ Θ̃(η)β3

c · ⟨w
(t)
j , vvvc⟩2.

Proof. Let T0 > 0 be such that either maxj∈[J ]⟨w(T0)
j , vvvs⟩ ≥ Ω̃(1/βs) or maxj∈[J ]⟨w(T0)

j , vvvc⟩ ≥

Ω̃(1/βc). Again, with g1(t) = Θ(1) and
∑

i∈S2
ℓ
(t)
i /N < 1− α̂ as shown in Lemma 9.5.4, we

can imply the result in Lemma 9.5.3 as

Θ̃(η)β3
c α̂ · ⟨w

(t)
j , vvvc⟩2 ≤ ⟨w(t+1)

j , vvvc⟩ − ⟨w(t)
j , vvvc⟩ ≤ Θ̃(η)β3

c · ⟨w
(t)
j , vvvc⟩2,

which completes the proof.
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With the updates of the spurious and core feature in the early iterations, we can now

show with the following lemma that GD will learn the spurious feature very quickly while

hardly learning the core feature.

Lemma 9.5.6. Let T0 be the iteration number that maxj∈[J ]⟨w(t)
j , vvvs⟩ reaches Ω̃(1/βs) = Θ̃(1).

Then, we have for all t ≤ T0, it holds that maxj∈[J ]⟨w(t)
j , vvvc⟩ = Õ(σ0).

Proof. Consider the following from Lemma 9.5.4 and Lemma 9.5.5,

⟨w(t+1)
j , vvvc⟩ − ⟨w(t)

j , vvvc⟩ ≤ Θ̃(η)β3
c · ⟨w

(t)
j , vvvc⟩2

⟨w(t+1)
j , vvvs⟩ − ⟨w(t)

j , vvvs⟩ ≥ Θ̃(η)β3
s (2α̂− 1)⟨w(t)

j , vvvs⟩2.

Recall that we initialize the weights as w
(0)
j ∼ N (0, σ2

0). We have ⟨w(0)
j , vvvc⟩ ∼ N (0, σ2

0) and

⟨w(0)
j , vvvs⟩ ∼ N (0, σ2

0). For the weights have small initialization with σ0 = polylog(d)/d, we

have O(⟨w(0)
j , vvvc⟩) = O(⟨w(0)

j , vvvs⟩). Therefore, for β3
c = o(1) and β3

s (2α̂− 1) = Θ(1), we call

Lemma 9.5.9 and get

⟨w(T0)
j , vvvc⟩ ≤ O(⟨w(0)

j , vvvs⟩) = Õ(σo)

for all j ∈ [J ].

Given the above lemma, we can conclude that the condition maxj∈[J ]⟨w(T0)
j , vvvs⟩ ≥ Ω̃(1/βs)

will be first met. And therefore, T0 is such that maxj∈[J ]⟨w(T0)
j , vvvs⟩ ≥ Ω̃(1/βs).

Theorem 9.5.7 (Restatement of Theorem 6.1.2). Consider the training dataset S =

{(xi, yi)}Ni=1 that follows the distribution in Definition 6.1.1. Consider the two-layer nonlinear

CNN model as in (6.3) initialized with W(0) ∼ N (0, σ2
0). After training with GD in (6.2) for

T0 = Θ̃
(
1/(ηβ3

sσ0)
)

iterations, for all j ∈ [J ] and t ∈ [0, T0), we have

Θ̃(η)β3
s (2α̂− 1) · ⟨w(t)

j , vvvs⟩2 ≤ ⟨w(t+1)
j , vvvs⟩ − ⟨w(t)

j , vvvs⟩ ≤ Θ̃(η)β3
s α̂ · ⟨w

(t)
j , vvvs⟩2, (9.110)

Θ̃(η)β3
c α̂ · ⟨w

(t)
j , vvvc⟩2 ≤ ⟨w(t+1)

j , vvvc⟩ − ⟨w(t)
j , vvvc⟩ ≤ Θ̃(η)β3

c · ⟨w
(t)
j , vvvc⟩2. (9.111)

After training for T0 iterations, with high probability, the learned weight has the following
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properties: (1) it learns the spurious feature vvvs: maxj∈[J ]⟨w(T )
j , vvvs⟩ ≥ Ω̃(1/βs); (2) it does not

learn the core feature vvvc: maxj∈[J ]⟨w(T )
j , vvvc⟩ = Õ(σ0).

Proof. The updates directly follow the results from Lemma 9.5.2 and Lemma 9.5.3. And the

result for maxj∈[J ]⟨w(t)
j , vvvc⟩ follows Lemma 9.5.6. It remains to calculate the time T0. With

Lemma 9.5.10, we consider the sequence for maxj∈[J ]⟨w(t+1)
j , vvvs⟩, where by Lemma 9.5.4,

⟨w(t+1)
j , vvvs⟩ ≤ ⟨w(t)

j , vvvs⟩+ Θ̃(η)β3
s α̂ · ⟨w

(t)
j , vvvs⟩2,

⟨w(t+1)
j , vvvs⟩ ≥ ⟨w(t)

j , vvvs⟩+ Θ̃(η)β3
s (2α̂− 1) · ⟨w(t)

j , vvvs⟩2.

As ⟨w(t)
j , vvvs⟩ is non-decreasing in early iterations and with high probability, there exists an

index j such that ⟨w(0)
j , vvvs⟩ ≥ 0. Among all the possible indices i ∈ [J ] that are initialized to

have positive inner product with vvvs, we focus on the max index r = argmaxj∈[J ]⟨w
(0)
j , vvvs⟩.

Then with v = Θ̃(1/βs) in Lemma 9.5.10, we will have T0 as

T0 =
Θ̃(1)

ηα3σ0

+
Θ̃(1)α̂

2α̂− 1

⌈− log
(
σ0βs

)
log(2)

⌉
.

9.5.6 Proof of Lemma 6.2.1

Lemma 9.5.8 (Restatement of Lemma 6.2.1). Given the balanced training dataset S0 =

{(xi, yi, ai)}N0
i=1 with α̂ = 1/2 as in Definition 6.1.1 and CNN as in (6.3). The gradient on vvvs

will be 0 from the beginning of training.

Proof. With Lemma 9.5.1, the projection of the gradient on vvvs in the initial iteration (t < T0)
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is

⟨∇wj
L(W(t)), vvvs⟩ = −

3β3
s

N

(∑
i∈S1

ℓ
(t)
i −

∑
i∈S2

ℓ
(t)
i

)
· ⟨wj, vvvs⟩2

= Θ

(
β3
s

N

)(
|S1| − |S2|

)
= 0,

where the first equality is due to ℓ
(t)
i = Θ(1) in the initial iterations and the second equality

is due to α̂ = 0.5.

9.5.7 Auxiliary Lemmas

Lemma 9.5.9 (Lemma C.20, (author?) 10). Let {xt, yt}t=1,.. be two positive sequences that

satisfy

xt+1 ≥ xt + η · Ax2
t ,

yt+1 ≤ yt + η ·By2t ,

for some A = Θ(1) and B = o(1). Suppose y0 = O(x0) and η < O(x0), and for all

C ∈ [X0, O(1)], let Tx be the first iteration such that xt ≥ C. Then, we have Txη = Θ(x−1
0 )

and

yTx ≤ O(x0).

Lemma 9.5.10 (Lemma K.15, (author?) 81). Let {zt}Tt=0 be a positive sequence defined by

the following recursions

zt+1 ≥ zt +m(zt)
2,

zt+1 ≤ zt +M(zt)
2,

where z0 > 0 is the initialization and m,M > 0 are some constants. Let v > 0 such that
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z0 ≤ v. Then, the time t0 such that zt ≥ v for all t ≥ t0 is

t0 =
3

mz0
+

8M

m

⌈
log(v/z0)

log(2)

⌉
.

We make the following assumptions for every t ≤ T as the same in [81].

Lemma 9.5.11 (Induction hypothesis D.1, (author?) 81). Throughout the training process

using GD for t ≤ T , we maintain that, for every i ∈ S1 and j ∈ [J ],

|⟨w(t)
j , ξi⟩| ≤ Õ(σ0σ

√
d). (9.112)

Lemma 9.5.12. For i ∈ S1, we have ℓ
(t)
i = Θ(1)g1(t), where

g1(t) = sigmoid
(
−
∑
j∈[J ]

(β3
c ⟨w

(t)
j , vvvc⟩3 + β3

s ⟨w
(t)
j , vvvs⟩3)

)
.

Proof. Given i ∈ S1, we have from (9.109) that

ℓ
(t)
i = sigmoid

( J∑
j=1

−β3
c ⟨wj, vvvc⟩3 − β3

s ⟨wj, vvvs⟩3 − yi⟨wj, ξi⟩3
)

= 1

/(
1 + exp

( J∑
j=1

β3
c ⟨wj, vvvc⟩3 + β3

s ⟨wj, vvvs⟩3 + yi⟨wj, ξi⟩3
))

. (9.113)

Recall induction hypothesis 9.5.11, we have the following for i ∈ S1,

|yi⟨w(t)
j , ξi⟩| ≤ Õ(σ0σ

√
d)

⇐⇒ −Õ(σ0σ
√
d) ≤ yi⟨w(t)

j , ξi⟩ ≤ Õ(σ0σ
√
d), (9.114)

where |yi| = 1. Plug (9.114) back into (9.113), we get

e−Õ(σ0σ
√
d)3g1(t) ≤ ℓ

(t)
i ≤ eÕ(σ0σ

√
d)3g1(t).

With our parameter setting, we have Õ(σ0σ
√
d) = Õ(σ0) = Õ(polylog(d)/d). Therefore,
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e±Õ(σ0σ
√
d)3 = Θ(1).

9.6 Appendix for Chapter 7

9.6.1 Ablation Study

To better understand the impact and necessity of each loss term we conducted ablation

studies for different combinations of components. Table 9.18 summarizes the findings. First,

we see that choosing between the spurious image loss (row 2) or the spurious language loss

(row 3) leads to similar results in worst-group accuracy but AIoU scores are higher for the

spurious image loss, perhaps because decorrelation directly in the image space, but of course

this requires attribute annotations. Second, the image contrastive loss is necessary for any

of the spurious losses to be effective. For example, when we compare rows 2 and 3 with

their corresponding versions in rows 4 and 5 that do not have the contrastive image loss,

we see both worst-group acuraccy and AIoU decreasing. While this dependency on the

contrastive image loss calls for more investigation, it also shows evidence that for improving

vision classification results, the process of separating spurious attributes needs to happen

hand in hand with separating classes from each other.

9.6.2 Limitations

While our method has demonstrated promising results in mitigating spurious correlations in

ImageNet, there are still limitations to consider. We have identified several circumstances

where our method may not be effective, which we discuss in more detail below.

9.6.2.1 Spurious-aware Contrastive Language Image Fine-tuning

We will describe these limitations by using the example presented in Figure 9.12. In this

example, the target class we are studying is “can opener" and the spurious feature being

identified by our method is the “can" itself. The spurious correlation leads to a 45.2%
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Table 9.18: Investigating the impact and necessity of different loss terms with CLIP-RN50
and Waterbirds. The last four columns show the AIoU scores on the four groups (e.g. WB-L
is waterbird with a land background.)

Accuracy AIoU AIoU
LCLIP+ Avg. Worst-group Avg. Worst-group LB-L LB-W WB-L WB-W

(1) Llc+Lvc+Lvs+Lls 86.9% 78.2% 0.550 0.281 0.244 0.281 0.852 0.823
(2) Llc+Lvc+Lvs 83.2% 77.5% 0.654 0.587 0.601 0.587 0.714 0.715
(3) Llc+Lvc+Lls 84.7% 77.5% 0.628 0.499 0.460 0.499 0.788 0.764
(4) Llc+Lvs 83.8% 72.0% 0.525 0.310 0.329 0.310 0.762 0.697
(5) Llc+Lls 88.0% 75.1% 0.608 0.493 0.446 0.493 0.776 0.719
(6) Lvc+Lvs 86.8% 76.1% 0.609 0.461 0.441 0.461 0.768 0.763

Pre-trained CLIP 90.8% 44.9% 0.507 0.479 0.471 0.479 0.541 0.537
Fine-tuned CLIP 81.3% 77.1% 0.510 0.128 0.098 0.128 0.929 0.885
ERM 93.5% 54.4% 0.514 0.139 0.187 0.139 0.920 0.919
Group DRO 83.3% 73.7% 0.509 0.274 0.219 0.274 0.800 0.741

Table 9.19: Results of fine-tuning CLIP-RN50 with a subset of ImageNet classes, “can opener"
and “letter opener". Both average and worst-group performance are evaluated with models
early stopped at the highest worst-group accuracy on the validation set.

Class x Accuracy AIoU
Can Opener Avg. Worst Avg. Worst

Pre-trained 86.4% 75.0% 0.568 0.464
Fine-tuned 76.8% 68.0% 0.561 0.339

ERM 80.1% 68.0% 0.436 0.295
Group DRO 78.4% 76.0% 0.426 0.205
Ours(Llc+Lvc+Lls) 73.9% 68.0% 0.585 0.344
Ours(Llc+Lvc+Lvs) 75.7% 72.0% 0.612 0.356
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discrepancy in accuracy and as shown in Figure 7.3, the model often focuses on the can rather

than the opener.

High Concept Variation + Insufficient Data. One limitation is that the effectiveness of

our method can depend on the level of variation within each class. For example, some classes

may have many different variations, such as different breeds of dogs or types of flowers, while

other classes may have less variation, such as types of paperclips or staplers. It is essential to

note that increased variation within a class can pose a significant challenge in the learning

process, even without spurious correlations. The presence of spurious correlations however can

exacerbate these issues or even hide them when models are right for the wrong reasons. For

example, the model can still be correct on an image with an unusual class concept variation

when the spurious correlation is present (see the last two examples in Figure 9.13). Therefore,

while correcting spurious correlations is vital, it alone may not address the inherent problem

of object variation but the identification stage for spurious correlations itself may still be

informative. Additionally, if there is insufficient data for a particular variation, our method

may be unable to learn that variation effectively. For example, Figure 9.13) shows that even

though our approach tends to put less emphasis on the “can" itself, it still cannot completely

alleviate the problem or guarantee that the focus of the model will not shift to other parts of

the image that are still spurious.

The same discussion applies to label noise, which can also be compounded by increased

class variation or label subjectivity [165].

Feature Definition Challenges. Our method relies on being able to identify and isolate

spurious features from non-spurious ones. However, in some cases, the spurious feature may

be difficult to define or may have parts that are similar to non-spurious features. For example,

in the case of a can and a can opener, the metal parts of each object may look similar and

contain similar features (Figure 9.14). This can make it more challenging to separate the

spurious correlations from the legitimate ones.
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Figure 9.12: GradCAM explanations for different approaches based on CLIP RN50 for the
ImageNet dataset, “can opener" class.

Due to these challenges in combination, in Table 9.19 we see that almost all methods,

including ours, are not able to improve the accuracy for the “can opener" class. It is important

to note that these limitations are not unique to our method, but rather are common issues

that arise with spurious correlation mitigation methods and their interactions with general

learning objectives. Nevertheless, the approach proposed in this work can be beneficial in

many cases, in particular when significant performance drops are mainly due to spurious

correlations and when spurious features do not share a visual commonality with non-spurious

ones. Further research is needed to address these limitations and improve the effectiveness of

spurious correlation mitigation methods in combination with other forms of out-of-distribution

shifts on concept variation.
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Figure 9.13: The “can opener" class in ImageNet has several concept variations, posing
additional challenges in the learning process. The presence of spurious correlations can in
addition exacerbate these issues or even hide them when models are right for the wrong
reasons (e.g., the last two examples in this figure). While our method reduces the focus
on “cans", it is still not able to completely alleviate the problem for examples with unusual
concept variation.

9.6.2.2 Spurious Correlation Detection

One limitation of our spurious correlation detection method is that it relies on the object

detector to identify relevant attributes. However, certain factors such as lighting and contrast

may not be captured by the object detector, which can limit the effectiveness of our approach.

To mitigate this limitation, our method can be used in conjunction with previous work that

utilizes system/content metadata or discovered visual features for general failure analysis

[138, 171, 40, 78, 57]. For instance, one can enrich the test data with additional meta-data,

such as contrast, blur, lighting, and camera angle, and apply our method as well as previous

approaches to understand if the model’s performance drops for some of these conditions.

Note that our method leverages language attributes to describe spurious correlations but

does not exclude the use of other metadata for the same purpose. While language attributes

can capture a broad range of failure modes, incorporating all relevant information is crucial

for comprehensive debugging.
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Figure 9.14: Metal features of can openers share visual commonalities with cans, which makes
the problem of mitigating spurious correlations more difficult for such cases.
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