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           chapter 6  

 DISCOVERING THE 
EFFICIENCY OF URBAN 

SPRAWL  

    a lex  a nas    

      The hypotheses of individuals are tested, the commitments 
shared by his group being presupposed; group commitments, 
on the other hand, are not tested, and the process by which 
they are displaced differs drastically from that involved in the 
evaluation of hypotheses . 

 — Thomas S. Kuhn ( 1977    , xxi)     

     Sprawl for Planners and Economists   1      

 Planners see U.S. urban areas as too spread out and land use densities as too low. 
Cars and highways are blamed for locking in this pattern of land use. Remedies aim 
to contain suburban expansion, or transit-oriented developments are  proposed to 

   1  . The author would like to thank Dennis Epple for a suggestion that led to  table  6.4    , 
Anne Augustine for her excellent assistance with literature search and the empirical work 
of  table  6.4    ; Nancy Brooks, and Robin Lindsey and Kenneth Small for their careful reading 
and useful comments. The work was partially supported by the author’s research award 
RD-83184101–0 from the United States Environmental 
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124 urban structure, growth, and the development process

increase compactness. Urban economists studied traffi c congestion in the mono-
centric model of land use and also concluded that sprawl is excessive and that urban 
growth boundaries could be benefi cial. In contrast, recent theory showed that with 
mobile jobs or more than one city, more sprawl often occurs when the congestion 
externality is optimally remedied, and that second-best policies may require expan-
sive, not restrictive, growth boundaries. A computable general equilibrium model 
of Chicago with endogenous road congestion shows that the interdependent subur-
banization of jobs and residences keeps the average trip time remarkably stable by 
improving residence-to-job proximity in a sprawling city with growing population 
and gross product. Indeed, national travel data from 1990 and 2000 show that a U.S. 
urban area that is twice as big as another has, on average, only 10 percent longer 
commutes. A simple model of Beijing’s congestion shows that some benefi cial tran-
sit-oriented developments work by increasing sprawl, not by reducing it. 

 Planners view sprawl as the aggregate extent or some other feature of urban 
land use, while economists would like to explain sprawl as arising from ineffi cien-
cies in resource allocation caused by unpriced traffi c congestion or other market 
failure. So planners view sprawl from a descriptive perspective, whereas economists 
view it from a normative one. Haphazard land development is one possible defi ni-
tion of sprawl.   2    But although discontinuous development or leapfrogging gives an 
appearance of haphazardness, it arises in perfect foresight models of land develop-
ment without market failures  (Ohls and Pines  1975    ;  Fujita  1976    ;  Moore and Wiggins 
 1990  ) .  Irwin and Bockstael ( 2007  )  write about sprawl as fragmentation in land 
development at the urban fringe caused by externalities among heterogeneous land 
uses.  Galster et al. ( 2001  )  attempt a much more complex defi nition of sprawl involv-
ing the concepts of  density ,  continuity ,  concentration ,  clustering ,  centrality ,  nuclear-
ity ,  mixed uses , and  proximity . 

 The simplest and most commonly held notion is that there is excess urban 
sprawl because population or job densities are below optimal levels on average, 
causing the aggregate urban land use to be above optimal. Ineffi ciencies in resource 
allocation can occur due to a variety of market failures causing departures from 
perfect competition, or because of tax-induced distortions. Examples of prominent 
market failures in urban economies are unpriced traffi c congestion, uncompen-
sated agglomeration effects, large-lot suburban zoning, unmitigated neighborhood 
and neighbor externalities that may result in fl ight from the central city, and devia-
tions of infrastructure pricing from marginal cost. Property taxation and the 

Protection Agency’s 2004 Science to Achieve Results (STAR) competition, and the 
 Multi-campus Research Program and Initiative (MRPI) grant from the Offi ce of the 
President, University of California, award number 142934. The views expressed in the 
article are solely those of the authors and not of the fi nancial supporters.  

   2  . The Random House Dictionary defi nition is “to be stretched or spread out in an 
unnatural or ungraceful manner.” and  www.dictionary.com  defi nes sprawl as “haphazard 
growth or extension outward, especially that resulting from real estate development on the 
outskirts of a city.”  

0001312789.INDD   1240001312789.INDD   124 8/25/2011   11:38:17 AM8/25/2011   11:38:17 AM



discovering the efficiency of urban sprawl 125

 subsidization of homeownership in the income tax code are examples of tax-
induced distortions. A difference between market and optimal sprawl can arise due 
to any of these causes, since they all affect land use directly or indirectly, but it is not 
at all obvious that optimal sprawl measured as total land area is less than market 
sprawl as is commonly believed. The only possible way to see what the separate or 
combined effects of the many potential causes of excess sprawl might be is to build 
a well-calibrated empirical general equilibrium model that treats  all  relevant 
effects. 

 In this article, by  sprawl  I will refer only to the aggregate land area in urban use. 
By  excess sprawl , I will refer to the ineffi cient aggregate land area that occurs because 
of the market failures, minus the optimal aggregate land area that would occur if the 
market failures were corrected. I will focus on only one market failure, that arising 
from the negative externality of unpriced road congestion. 

 The chapter is organized as follows.  The next section      is a brief review of how 
unpriced traffi c congestion causes excessive travel, and how Pigouvian taxation 
would restore effi ciency by eliminating the excessive travel.  Then     , I ask whether 
unpriced traffi c congestion causes not only excessive travel but also excessive urban 
sprawl. First, we see why monocentric theory that is a standard tool in urban eco-
nomics reaches the conclusion that sprawl from un-priced traffi c congestion is 
indeed excessive as is commonly believed. Then, we see how this conclusion has 
been reversed in recent theoretical models of job dispersion and polycentric urban 
land use that, in a number of ways, relaxed the strict and unrealistic assumptions of 
the monocentric model. These new results, based on polycentric theory, have helped 
discover the effi ciency of urban sprawl, hence the title of the chapter: that excess 
urban sprawl can often be negative, not positive as many planners and policy mak-
ers have believed. While the truth lay in the dark, urban economists kept looking for 
it under the monocentric lamppost, thus having no reason to disagree with the 
belief of many planners that there is too much sprawl. 

  Next, I turn to      turns to key empirical facts about urban areas that any theory of 
the metropolis that explains job dispersion and polycentric forms would need to 
face in order to be relevant, and presents a statistical analysis of the city size’s effect 
on average commutes. The key fact is that American urban expansion has not 
resulted in a large increase in commuting time, often presumed to increase with 
sprawl and congestion. I argue that this is primarily because of the simultaneous 
decentralization of jobs and housing just as the theoretical models, reviewed earlier, 
explained. I also report simulations from an empirical computable general equilib-
rium (CGE) model of the Chicago Metropolitan Statistical Area (MSA) to explain the 
relationship between sprawl, commute times, public transit, and employment decen-
tralization. The simulation results are consistent with the empirical facts and indeed 
explain them well. The Chicago simulations confi rm the benign effect of sprawl on 
travel times under a scenario of economic and population growth with and without 
highway expansion. In these simulations, sprawl increases a great deal, but travel times 
per person remain stable as observed in the U.S. data over the decades. The observed 
trend is explained by the shortening of the average distance between homes and jobs (and 
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homes and shops) in response to an increase in congestion per mile. It is the simul-
taneous and interdependent suburbanization of jobs and residences that makes 
stable travel times possible. 

  Next, I provide  an assessment of some of the policy and regulatory remedies 
planners have often proposed under the presumption that there is excessive sprawl. 
 I explain,  based again on the same theoretical articles that were reviewed,       why 
restrictive urban growth boundaries (UGBs) are poor substitutes for congestion 
pricing and why expansive growth boundaries may be second-best policies when 
optimal sprawl is larger than market sprawl. These boundaries would improve effi -
ciency by helping urban areas expand at the expense of agriculture.  I also comment  
on transit-oriented development (TOD) and the New Urbanism as possible anti-
dotes to highway-oriented expansion. Although TOD and the New Urbanism play 
an important role serving niche markets, these planning and urban design move-
ments are not necessarily antisprawl policies. Indeed, results from an empirical 
model of Beijing show that some TOD proposals might improve effi ciency by 
increasing sprawl. The tools of the New Urbanism become more relevant if used to 
support polycentrism and job dispersion in the midst of urban expansion and con-
tinuing sprawl.  In the last section, I conclude  briefl y by remarking on how the dis-
covery of the effi ciency of sprawl should change our approach to understanding 
and managing urban land use.  

    The Externality of Unpriced 
Congestion   

 That roads, the automobile, and urban sprawl are joined at the hip is widely under-
stood.  Dunphy ( 1997  ) ,  Glaeser and Kahn ( 2004  ) ,  Downs ( 2004  ) , and  Nechyba and 
Walsh ( 2004  )  have all suggested that car-dependence is responsible for sprawl, while 
the web page of the Sierra Club blames sprawl for car dependence:

  It is diffi cult to imagine large increases in suburbanization without this rise of the 
automobile, even if other causes have contributed to the sprawling of cities in the 
presence of the automobile.  (Nechyba and Walsh  2004  , 182)  

 Sprawl spreads development out over large amounts of land; puts long 
distances between homes, stores, and job centers; and makes people more 
and more dependent on driving in their daily lives. . . . Sprawl lengthens trips 
and forces us to drive everywhere. The average American driver currently 
spends the equivalent of 55 eight-hour workdays behind the wheel every year. 
 (Sierra Club)   

 Viewing reality initially through the narrow prism of the standard model of urban 
economics, the perfectly competitive monocentric model of land use without traffi c 
congestion, urban economists in the 1960s and 1970s concluded that a reduction in 
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the cost of commuting per mile would indeed cause cities to sprawl outward but 
without excess (e.g.,  Wheaton  1974  ) .   3    

 Indeed,  Burchfi eld et al. ( 2006  )  recently used satellite photography to esti-
mate that a measure of developed land in the lower forty-eight states grew from 
1.3 percent in 1976 to 1.9 percent in 1992.   4    The implied annualized growth rate is 
2.48 percent, 2.5 times the population growth rate in the same period. Income 
growth causes suburbanization to proceed via several channels. The demand for 
larger housing and private yards rises, drawing households to locate peripherally 
where land is cheaper and larger lots more affordable. Car ownership increases 
with income, as documented by  Ingram ( 1998  ) , and the demand for discretionary 
trips also increases, as documented by  Nelson and Niles ( 2000  ) , contributing to a 
higher demand for owning cars. But none of these trends, in and of themselves, 
implies any excessive sprawl. 

 To understand urban sprawl as excess, that is, as resource misallocation, we 
should look at the results from a monocentric model  with  traffi c congestion. Such 
models were in vogue in the late 1970s and early 1980s, and a well-articulated recent 
version is due to  Wheaton ( 1998  ) . Unpriced congestion causes a negative externality 
distorting how markets allocate resources. The time delay and fuel consumption 
externalities of congestion remain unpriced, and thus trips are too cheap and travel 
excessive. Marginal cost pricing as originally conceived by  Pigou ( 1932  )  is the well-
known remedy and has been advocated for traffi c by  Walters ( 1961  )  and by  Vickrey 
( 1963  ) . In the absence of such pricing, road planners who respond to the excessive 
travel demand might well have overbuilt roads as observed by  Kraus et al. ( 1976  )  
and by  Wheaton ( 1978  ) . The extra road capacity may have induced even more 
socially excessive car travel.   

 Travel misallocation due to unpriced congestion and its Pigouvian remedy are 
shown in  fi gure  6.1    .   5    The diagram applies to traffi c on a single one-mile-long road. 
Once enough traffi c is on the road, the average private cost ( APC ) of each driver 
increases convexly with the additional traffi c, and the marginal social cost ( MSC ) 
is above the  APC . The vertical difference between the two curves is the external 

   3  . In the model all jobs are pinned at the city center, the CBD (central business 
district), while workers reside on private lots spread out in a circle around the CBD and 
commute. The rent on land falls with distance from the CBD, the city reaching a border 
where the urban and farming rents are equal. Lots get bigger and residential density falls 
with distance from the CBD. Single-centered cities had begun to evolve into polycentrism 
about 60 years before  Alonso ( 1964  )  and  Strotz ( 1965  )  formulated this model.  

   4  . They measure sprawl by the average share of undeveloped land in the adjacent 
square km around each of the 8.7 billion 30×30 m cells of residential use in the U.S. and the 
change in 1976–1992. By this measure, New Jersey, the most developed state grew from 18% 
to 21% developed, and Florida, the fastest growing, from 4.4% to 9%.  

   5  . The cost of a trip (vertical axis in fi gure 6.1) includes the monetary value of travel 
time plus the monetary cost of driving (fuel etc).  
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 congestion cost a car imposes on all other cars. The equilibrium traffi c fl ow when 
congestion is unpriced occurs at the intersection of the demand curve and the  APC , 
but the socially optimal traffi c occurs at the intersection of demand and the  MSC . 
To eliminate the excess traffi c,  Ve  –  V *, a toll is charged on top of the  APC . This toll 
is equal to the vertical gap  MSC*  –  APC*  at the optimum traffi c. When such a toll is 
charged, welfare measured as the sum of consumers’ surplus and toll revenue is 
maximized.   6    If the toll is charged, then each car bears the cost of the delays it imposes 
on all of the other cars. But here we use tolling as a device for fi nding the social 
optimum, not as a policy. We are merely interested in assessing whether sprawl is 
excessive, not in advocating congestion pricing.  

    How More Sprawl Can Be Efficient   

 The diagrammatic analysis of  fi gure  6.1     shows that there is excess traffi c on the mile-
long road, but does this imply that there will be excessive use of land as well? 

COST
PER TRIP DEMAND

TRAFFIC, V

APC

MSC

APC0

APCe

APC*

V* Ve

= V*(MSC*–APC*) = TOLL REVENUE

TTI’s “Waste”

TOLL

MSC*

Consumer
Surplus

    Figure 6.1  Congestion pricing     

   6  . A proof written in the form of an appendix is not included here, but is available 
from the author.  
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    The Monocentric Model   

 As mentioned, one answer to this question has been given under the assumptions of 
the monocentric model.  Wheaton ( 1998  )  expressed the essence of this model: 
“Because driving and location are equivalent, tolling congestion is the same as regu-
lating density. . . . Simulations suggest optimal cities should have densities that are 
orders of magnitude greater than market cities” (258). In the monocentric setting 
everyone commutes to the CBD, and indeed “driving and location are equivalent.” 
Since the Pigouvian toll levied per mile would depend on the gap between the  MSC  
and the  APC , congestion and the toll would be higher where more traffi c fl ows per 
unit of road capacity. It is assumed in the model that all workers located at different 
distances from the CBD arrive at work at about the same time. Thus, congestion 
increases as commuters, traveling on a radius, approach the CBD. The farther away 
one’s residence is from the CBD, the more one travels, and the higher, therefore, the 
level of cumulative Pigouvian tolls one must be charged on the miles traversed. In 
the standard monocentric model closed in total population, jobs are counterfactu-
ally pinned in the CBD and there is no public transit, no nonwork trips, and so on. 
There is only one margin for the commuters to exercise toll avoidance: by moving 
to a residence closer to the CBD. This will reduce their after-toll travel cost. Since all 
commuters can adjust only in this way, the land nearer the CBD becomes pricier, 
and all rent smaller lots as they relocate toward the CBD. The equilibrium with tolls 
is socially optimal, absent other externalities. Thus, indeed, in the context of the 
monocentric model closed in population, densities per acre increase, lot sizes 
decrease, and the congestion externality falls to its socially optimal level. The opti-
mum monocentric city is more compact than the one with unpriced congestion, 
and total sprawl measured as the aggregate area is smaller. Urban economics in the 
1970s and 1980s went on to show that land allocation in the monocentric city is such 
that the optimal toll revenue just pays for the land used by roads.   7    

 The devotion of urban economists to the monocentric model has been remark-
ably durable. Often, results from the monocentric model are boldly extrapolated to 
reality and may even shape thinking on some policy issues.  Brueckner ( 2000  ) , in an 
infl uential policy-oriented article written for a broad audience, asserted that the 
congestion externality, when unpriced, would cause cities to occupy too much land. 
This conclusion that effi cient urban forms are more compact may be psychologi-
cally pleasing. But, in science, a powerful and elegant result is only as strong as the 
assumptions on which it rests. The Achilles’ heel of the monocentric model is that 
it disregards margins of adjustment that are important in reality. Recent polycentric 
theory and models with dispersed jobs showed that optimum urban form is often 
more spread out than if congestion remained unpriced. In many circumstances, 

   7  . The result holds assuming that the congestion technology, a function of road 
capacity and traffi c fl ow, is constant returns to scale. Under decreasing returns, roads yield 
a profi t that must be distributed to the population and under increasing returns there is a 
defi cit that is made up by a head tax.  
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more urban sprawl may be key to lower or stable average travel costs, lower conges-
tion, and economic effi ciency.  

    Two Asymmetric Monocentric Cities   

 In  Anas and Pines ( 2008  ) , a system of two monocentric cities with congestion is 
treated, one of them with more workers. The larger population is caused by a higher 
citywide amenity that can be enjoyed only by living in that city. A fi xed population 
of identical workers is allocated within and between the cities. Each must work in 
her city of residence but can relocate both job and residence to the other city at zero 
cost. At equilibrium, with unpriced congestion, the more populous city (with the 
higher amenity) is the more congested. Aggregate land rents and congestion tolls 
are distributed equally in the combined population. Is it true in this two-city system 
that imposing congestion tolls in each of the two cities will always result in higher 
density in each city, lower total transport costs, and lower total land area as pre-
dicted by the one-city monocentric model? Two opposing effects exist, and their 
balance determines the outcome. On the one hand, congestion tolls induce com-
muters to relocate closer to their CBDs.   8    Doing so, one reduces one’s lot but may 
increase other consumption. This intracity effect was unopposed in the single-city 
model. On the other hand, some commuters in the larger and more congested city 
can avoid the higher tolls on them by relocating to the smaller city. This is the inter-
city effect. Moving to the smaller city, one enjoys lower rents and congestion and a 
larger lot but lower amenity. Under optimal tolling, the aggregate commuting costs 
of both cities always decrease. If the intracity effect is more powerful, then the sum 
of the two cities’ land areas also decreases. But if the intercity effect dominates, the 
reverse result is obtained, and at the optimum there is more urban sprawl, not less. 
The smaller city grows while the larger shrinks in workers and may also shrink in 
land, but the combined land area increases. 

 What determines which effect dominates? If the two amenities are identical, 
then the cities are also identical and nothing can be gained by moving from one 
city to the other. Only the intracity effect remains, and the optimal land use is less 
sprawled than when congestion is unpriced. Anas and Pines showed by a mix of 
proofs and precise numerical solutions that the intercity effect is stronger when, 
keeping all else constant, the consumer’s elasticity of substitution between lot size 
and other goods is low enough. Otherwise, suburbanites in the higher amenity 
city prefer to move to their core, where they can substitute other goods for land 
and continue to enjoy the higher amenity. There are broad circumstances where 
the unpriced congestion causes too much population to be in the larger cities, 
with too few people living in the smaller ones. To reach optimal welfare and lower 

   8  . They move from the congested suburbs to their city’s core area where it is assumed 
there is no congestion (e.g., they can walk to work or use transit). In this model, the city 
cores are a transit oriented development.  
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congestion, workers must be shifted to smaller cities, increasing aggregate sprawl 
by doing so. More land should be in urban use in the optimal allocation than in 
the allocation with unpriced congestion. This result is shown in  fi gure  6.2    . The 
two curves, one corresponding to the fi rst-best optimal land use in which conges-
tion is priced and the other to unpriced congestion, show that the combined land 
area of the two cities decreases as the gap between the two citywide amenities is 
larger. But for a small amenity gap excess sprawl is positive, that is, the two opti-
mally confi gured cities require less land than in the case of unpriced congestion. 
But for a larger amenity gap, the result is the opposite: the optimal allocation 
requires more, not less, sprawl.    

    Job Suburbanization   

 That more urban sprawl is more effi cient also arises by recognizing that jobs can 
leave the CBD, as they have been doing for decades.  Anas and Rhee ( 2007  )  studied a 
model with just two areas: the city and the suburbs. Initially, all jobs are in the city’s 
center (CBD), and congestion is unpriced. They assumed that the productivity of a 
job did not depend on its location, similar to the assumption of Anas and Pines. But 
in this case, tolling can cause jobs to relocate to the suburbs, reducing average com-
muting distance. If this effect dominates, some jobs move to the suburbs, and this 
reduces congestion but increases sprawl. Once again, more urban sprawl, not less, is 
optimal. In this case, the effi ciency of sprawl comes about as commuting cost and 
the congestion externality are lowered by job suburbanization, something we will 
see in more detail  .  
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    Figure 6.2  When more sprawl can improve effi ciency     
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    The Dispersed City   

  Anas and Rhee ( 2006  )  treat urban decentralization in a general equilibrium 
polycentric city model based on  Anas and Xu ( 1999  ) , in which jobs and residences 
are free to locate anywhere and mix everywhere. The city is divided into eleven 
distinct locations with idiosyncratic features that horizontally differentiate pro-
duction and consumption. At the same time, the distance between any two areas 
causes them to be vertically differentiated in production and consumption because 
fi rms or residents at a location interact more with residents or fi rms at a closer 
location than at a more distant one. Each location is an imperfect substitute for 
any other in production, shopping, and for residences. The model is closed in pop-
ulation, income, and trade. Production, residences, and roads use land. At equilib-
rium, there are jobs and residences in any location, and a worker can choose any 
residence and work location pair based on both systematic and idiosyncratic pref-
erences. Producers in any location are perfectly competitive and produce a com-
posite product unique to that area and offer jobs there. Workers value access to 
their jobs and to all locations for shopping. Shopping in the model is realized by 
making a trip from one’s home location to any location of production. Workers 
shop in all locations, since the products made in different locations are viewed as 
imperfect substitutes and workers have a taste for product variety. Producers locate 
so that they are accessible to workers and customers. If not, then all else being 
equal, producers would have to pay higher wages. In annular rings around the 
geometric center, area increases with distance from the center. It is assumed also 
that all travel follows the radial direction. The mutual interdependence of produc-
ers and consumers results in an equilibrium allocation in which production and 
residences are mixed in all locations, with employment and residential density and 
road congestion peaking at the geometric center. With distance from the center, 
job density declines more rapidly than does residential density. Rents decline with 
distance, and wages increase, refl ecting the substitution of land for labor, which 
increases the marginal product of labor with distance. At the equilibrium, all 121 (11 
by 11) commuting pairs are used by some workers, and each worker shops in all 11 
areas. While the dominant commuting direction in equilibrium is toward the geo-
metric center, there are reverse commuters whose residence is more central than 
their job, and commuters who reside on one side and work on the other side of the 
center. 

 Several properties of this model are important to our understanding of sprawl 
and its effects. Suppose that all the jobs are counterfactually forced to the center, 
mimicking a monocentric city. Beginning from such a state, sprawl is unleashed by 
letting jobs disperse freely among all locations to reach a new general equilibrium. 
The authors did not include an alternative use for land at the urban fringe and 
assumed instead extension to a natural boundary, with all the available land always 
being utilized. Hence, sprawl is measured by its economic cost on trips, as daily 
average travel time per worker (DATT) and by job and residential density. When 
the city is monocentric, all trips go to the center, and DATT is 63 minutes (44 
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 commuting, plus 19 for shopping trips). When CBD jobs disperse to all zones, the 
DATT increases from 63 to 69 minutes (by 9.5 percent), commute time decreasing 
from 44 to 40 minutes (by 9.1 percent) and shopping time increasing from 19 to 29 
minutes (by 52.6 percent). The mild decrease in average commute time occurs 
because the dispersion of jobs out of the center brings jobs closer to residences. Job 
decentralization reduces average commute time. The sharper increase in the time 
of shopping trips is composed of two main effects. One effect is the substitution 
for shopping of the time saved from commutes. The second effect is that as pro-
ducers disperse, the location-variety of products increases because products are 
indexed by the horizontally differentiated locations. This is appreciated by recall-
ing that as real cities grow new shopping areas with distinct personality and attrac-
tion appear and location variety for shoppers improves. In the model, personal 
shopping trips per month are 9.25 in the monocentric city, rising to 15.29 in the 
dispersed. In the dispersed city 65 percent more trips are made to explore, as it 
were, the new product-locations, but these are shorter on average. Thus, job dis-
persion induces more travel time to shops because of the proliferating variety of 
production/shopping destinations, but this is benefi cial and not in itself a sign of 
excess mobility. On the commuting side the model shows that job sprawl does not 
increase the cost of commuting, but decreases it. 

 How does the spatial equilibrium of such a dispersed city differ from the socially 
optimal allocation? Tolls are levied on an initial situation with too much land in 
roads in the suburbs and too little near the center. This initial misallocation of 
roads, as mentioned earlier, is a likely result of the unpriced congestion. When con-
gestion tolls are levied, roads are allowed to revert to the optimal pattern, aggregate 
tolls replacing a head tax in paying for the rents on roads. By varying the initial 
deviation of the road profi le from the optimal one, the authors show that the travel 
cost of excess sprawl measured as the DATT is reduced by 7.2 to 9.6 minutes per day 
per worker (about 10 percent or so). As for net residential densities, tolling in the 
base case causes them to increase from about 8.6 percent in the center to about 
1 percent in the fringe. Net job densities also increase from about 12 percent in the 
center to about 1 percent in the fringe. Thus, at least by the measures of DATT and 
density, the dispersed city with unpriced congestion is too sprawled, but the welfare 
loss from this misallocation is only 0.33 percent of income.  

    Agglomeration Economies   

 In  Anas and Rhee ( 2007  )  and  Anas and Pines ( 2008  ) , a job’s productivity is indepen-
dent of its location and wages are exogenous. But in  Anas and Rhee ( 2006  )  the 
substitution of labor for land and the output price determine a job’s productivity. 
Hence, jobs in the last model have a strong tendency to disperse. In reality jobs may 
be bound to each other by positive externalities, offsetting the incentive to relocate 
a job out of a high-agglomeration center, such as the CBD. If the productivity loss 
from leaving the agglomeration is high enough, the job would not be moved. Such 
a condition would strengthen the old argument that the response to congestion 
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 tolling would be for consumers to move their residence closer to their job. There are 
several counterarguments, however. 

 First, in  Anas and Rhee ( 2006  ) , jobs have a strong incentive to disperse out of the 
CBD, because by moving to a more peripheral and lower-rent location, they can 
substitute land for labor, increasing land per worker and thus labor productivity. Any 
loss in the proximity advantages of being in the center is balanced against the pro-
ductivity gains of dispersing. Second,  Anas and Kim ( 1996  )  is a model that is similar 
to  Anas and Rhee ( 2006  ) , but it includes not only congestion but also a positive con-
sumption externality in shopping. All else being equal, consumers in the model pre-
fer to shop where there is a bigger concentration of producers-retailers.   9    When 
congestion is low enough, the resulting equilibrium job concentration is monocen-
tric, as all producers locate at the geometric center, since travel is cheap enough and 
being centrally located increases agglomeration benefi ts. As congestion rises, the cost 
of travel rises, so producers disperse into peripheral subcenters increasing their prox-
imity to labor and to customers while sacrifi cing the agglomeration benefi ts that 
become less important given the higher congestion. Historically, falling transport 
costs, the Internet, and the growing importance of intercity linkages have weakened 
agglomeration economies. It is unlikely that this trend will reverse. Agglomeration 
economies are not going to become so important again, as to bring back relevance to 
monocentric analysis.   

    Empirical Facts and Results 
from a CGE Model   

 Models mentioned so far depart from the monocentric assumptions. Although they 
are realistic, they are not empirical. I will now review how data support the issues 
treated by the polycentric models discussed previously. In particular, we will focus 
on what the data tell about (1) the decentralization of jobs; (2) suburban and reverse 
commuting and nonwork trips; (3) how congestion varies by city size; and (4) com-
mute time variation by MSA size. We will then see how a CGE model of the Chicago 
MSA generates results that support these data facts. 

    Job Decentralization   

  Mieszkowski and Mills ( 1993  )  expressed the decades-long decentralization trend as 
follows:

  In the 1950s, 57 percent of MSA residents and 70 percent of MSA jobs were 
located in central cities; in 1960, the percentages were 49 and 63; in 1970, they were 

   9  . This is just one of many ways to treat agglomeration economies.  
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43 and 55; in 1980, they were 40 and 50; in 1990, they were about 37 and 45. The 
United States is approaching the time when only about one-third of the residents 
within an MSA will live in central cities and only about 40 percent of MSA jobs 
will be located there. (135).   

 These numbers show that population and jobs have decentralized apace: in 1990 the 
shares remaining in central cities were at 65 percent of 1950 levels.  

    Commuting Patterns and Nonwork Travel   

  Table  6.1     shows the commuting pattern in the United States and Canada. In the 
United States, suburb-to-suburb commuting dominates (43.4 percent share), while 
reverse commuting from homes in central cities to jobs in the suburbs is an impor-
tantly large 8.9 percent. Those commuting from suburban homes to jobs in the 
central city are only 20.2 percent.  Table  6.2     shows the growing importance of non-
work trips (i.e., discretionary shopping trips and other personal business trips). In 
1995, commutes were only 20 percent of all trips. Growth in vehicle miles traveled 
(VMT) per capita for shopping and other family and personal business has been 
strong and much higher than the growth in the number of trips. From 1969 to 1995, 
VMT per capita increased by 60 percent, largely because of the rise in discretionary 
trips, much less due to any lengthening of commutes. Aggregate VMT closely tracks 
the rise in GDP  (Sorensen,  2009  ) .      

    Variation of Congestion by Urban Area   

 The Texas Transportation Institute (TTI) measures the congestion of a commute as 
the commute time during the peak periods (6:00 to 9:00  a.m.  and 4:00 to 7:00  p.m. ) 
divided by the time the commute would take if traffi c fl owed at free-fl ow (uncon-
gested) speeds (sixty miles per hour on freeways and thirty-fi ve miles per hour on 
principal arterials).   10    In  fi gure  6.1    , this ratio corresponds to  APC e/ APC 0. The TTI 

   Commuting Patterns    United States    Canada   

   Residence    Workplace    2000 Census (%)  2001 Census (%)  

   Central city    Central city   27.5   46.1    

   Central city    Suburb   8.9   7.5    

   Suburb    Central city   20.2   16.2    

   Suburb    Suburb   43.4   30.2    

  100.0   100.0    

     Table 6.1  Commuting patterns in the United States and Canada      

  Source : Anas and Rhee ( 2007 ). 

   10  . Texas Transportation Institute, “National Congestion Tables, Table 1. What 
Congestion Means to You, 2007”; “Table 4. Congestion Trends – Wasted Hours (Annual 
Delay per Traveler, 1982 to 2007).”  
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reports that, by this measure, the average U.S. commuter in 2007 “wasted” 36 hours 
per year (or 8.64 minutes per day) and 24 gallons of fuel per year, or about 25 cents 
daily. Among urban areas of more than 1 million people, Los Angeles is at the top of 
TTI’s list with 70 hours and 53 gallons of waste per commuter, and the Buffalo MSA 
at the bottom with 11 hours and 7 gallons. By the same measure of “wasted time,” 
TTI tables show that between 1982 and 2007 congestion increased by 263 percent in 
the 301 urban areas with less than 250,000 people and by 143 percent in the 14 urban 
areas of greater than 3 million. 

 The TTI’s defi nition of these magnitudes as “waste” is misleading, since the 
optimal level of congestion is not zero, and so waste cannot be calculated by com-
paring actual congestion experienced relative to the utopian zero congestion.   11    Also, 
since congestion is a negative externality, the calculation of “waste,” acceptable to 
economics, should refl ect the cost the commuter imposes on others. In  fi gure  6.1    , all 
“wasted” or excess time and fuel would be ( V e)( APC e) – ( V *)( APC *): the aggregate 
cost of travel not including tolls when congestion is unpriced minus when conges-
tion is optimally priced.  Figure  6.1     makes it clear that to calculate this we need to 
know the demand curve. But the “waste of congestion” is best calculated as the wel-
fare loss from forgoing optimal congestion pricing.  

    Commuting Time by MSA/CMSA   

 Changes over the decades would indicate whether congestion is building up. Gordon 
and Richardson have documented that the average commute time in the United 
States has been stable.   12     McGuckin and Srinivasan ( 2003  )  observe from census tabu-
lations   13    that the average one-way commute time was 21.70 minutes in 1980, 22.40 in 
1990, but added a surprising 3.1 minutes in the 1990s to rise to 25.50 in 2000. They 
claim that about one-third of the increase refl ects that commutes of more than 100 
minutes (one way) were coded as 99 minutes in the earlier censuses, but in the 2000 
census the coding limit was raised to 200 minutes.  Table  6.3     shows the commute 
time changes between 1990 and 2000 juxtaposed against the changes in workers for 
nested groupings of MSA/CMSAs. The percent increase in commute time over the 
decade is higher the higher is the percent increase in workers. This is what one 
would expect congestion to do. But the average commute times are still quite low 
and the increases not large and not much higher than the increase in workers. This 
is despite the few highway additions during the decade.     

 We isolated the forty-nine most populous MSA/CMSAs (by workers) for 
further analysis. In this sample, the MSAs as a group gained 11 percent in  workers, 

   11  . Aggregate “ TTI Waste ” = ( V e) [ APCe – APC  0  ]. Others often refer to this as “the cost 
of congestion” which is a more reasonable name than is “waste”.  

   12  .  Gordon, Kumar, and Richardson ( 1989  ) ;  Gordon and Richardson ( 1996  ) .  
   13  . See  http://www.fhwa.dot.gov/ctpp/jtw/contents.htm  Last viewed on February 14, 

2010.  
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 average commuting time across all of these forty-nine MSAs increased by 
13.6 percent, and transit ridership share dropped 27.2 percent in the decade. We 
estimate the cross-sectional elasticity of commute time with respect to MSA 
workers and the percent using transit. The regression is

   
1 2

  % 
ln  ln  ln

  ( / ) 16

Average one way Workers transit
a b b

commute time min day years ridership

⎛ ⎞ ⎛ ⎞ ⎛ ⎞
= + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟>⎝ ⎠ ⎝ ⎠ ⎝ ⎠    

 where  b 1,  b 2 are the desired elasticities. The results are shown in  table  6.4     and  fi g-
ure  6.3    . There is no great change in the elasticities between 1990 and 2000. An MSA/
CMSA with 10 percent more workers has only about a 1 percent longer commute. If 
10 percent more workers commuted by public transit, the average commute would 
be about 0.2 percent longer, but transit share’s effect is not signifi cant.   

 Comparing MSA/CMSA groups over time in  table  6.3     suggests a more powerful 
response than the one observed in the two cross sections: the forty-nine most popu-
lous MSAs added 10.44 percent more workers, and trip-weighted average commute 
time rose 12.74 percent. In the seventeen of these forty-nine MSAs that showed the 
most commute time increase, workers increased by 20.60 percent and commute 
times by 18.75 percent. The cross-sectional relationship of the regression is not 
affected much by the changes over time. Why, then, did average commute time 
increase by about two minutes from 1990 to 2000 (after taking out the one minute 
that, according to  McGuckin and Srinivasan [ 2003  ] , is due to census count limits)? 
An explanation based on income is proposed in a recent article by  Lee et al. ( 2009  )  
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    Figure 6.3  Commute time and MSA/CMSA size (2000)     
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and a different one based on demographic changes in  Kirby and LeSage ( 2009  ) . 
Using urbanized area averages, Lee et al. study the claim that the roughly 10 percent 
higher average commute time in the decade is associated with a 3 percent increase 
in average incomes. They conjecture that the increase in incomes has caused an 
increase in nonwork trips during morning hours, which increased congestion and 
therefore average commute times. This is what would be predicted in the  Anas and 
Xu ( 1999  )  and  Anas and Rhee ( 2006  )  models. But although average income is insig-
nifi cant in their 1990 regression, but highly signifi cant and ten times more powerful 
in their 2000 regression, it explains only a small part of the increase in commuting 
time in part because average incomes increased by only about 3 percent in the 
decade. The change in the slope of average income could be the result of the top 
coding of commutes in 1990 but not in 2000 (as  McGuckin and Srinivasan [ 2003  ]  
have pointed out). Although  Lee et al. ( 2009  )  are aware of this, they cannot control 
for it in their regressions. The great change in the slope of income that they fi nd 
could have been caused by the high colinearity between the average income of the 
urbanized area and the number of multiworker households (.73 correlation in 
2000).  Lee et al. ( 2009  )  show that the total change in all of their independent vari-
ables together explains only about 11.7 percent of the total change in average com-
mute times during the decade. Kirby and Le  Sage ( 2009  )  counter the explanation 
offered by Lee et al. with a study of their own based on census tract level aggrega-
tion. They suggest that changes in household demographics may be responsible. An 
alternative possible explanation is that the increase in average commute times is due 
to new traffi c bottlenecks that might have emerged as population increased during 
the decade, as  Downs ( 2004  )  has claimed, while traffi c capacity did not increase 
much. Although employment continued to suburbanize during the decade much as 
it did in earlier decades, new bottlenecks due to the population increase’s nonlinear 
effect on congestion could have caused commuting times to have increased by 10 
percent or so despite the adjustment in job locations. Statistical analysis, although 
clearly useful, has its limits as an explanatory tool, which underscores the impor-
tance of using theoretically structured CGE models to understand in a much better 
and complete way the interplay between congestion, urban form, income, nonwork 
trips, and other factors.  

    Results from a CGE Model   

 The reciprocal effects of decentralization on congestion and of congestion on 
decentralization were studied in longitudinal simulations with RELU-TRAN, a 
CGE model of the Chicago MSA  (Anas and Liu  2007  )  similar in structure to but 
more elaborate than  Anas and Rhee ( 2006  ) . The main results   14    are (1) if, counterfac-
tually, all traffi c fl owed uncongested, the share of CBD jobs would increase by 
14 percent, indicating that the rise in congestion in the central area over time has 

   14  . These results will soon be reported in detail in another article.  
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caused job decentralization as demonstrated by the theoretical models of dispersed 
employment of  Anas and Rhee ( 2006  ,  2007  )  or the endogenous subcentering mod-
els of  Anas and Kim ( 1996  )  reviewed earlier;       (2) rough Pigouvian congestion tolls 
on major roads cause Chicago’s CBD jobs to increase by 7 percent, returning to the 
CBD half the employment that was drained by congestion; and (3) when MSA 
workers increase over thirty years, in the context of export-driven growth, regional 
gross product rises and more residential sprawl occurs in the suburbs. Despite the 
substantial expansion in land, the travel time per worker (for commuting and shop-
ping) remains little changed. Since existing road capacity is not increased in this 
simulation, the growth causes suburban congestion per mile to increase. If consum-
ers did not change their shares of location choices, trips, and trip lengths, their 
travel times would increase. This does not happen because in the new equilibrium 
jobs and residences adjust by relocating closer to each other on average, trips getting 
shorter to make up for the higher congestion per mile. Aggregate car VMT increases 
because workers increase, but VMT per trip decreases.   15    The higher congestion per 
mile also causes transit ridership to increase in some places, but the effect is offset 
by car trips shortening as jobs and residences spread to the suburbs apace. These 
adjustments enable cars to compete effectively with public transit where it is avail-
able, in the face of increased average congestion per mile. The result: more urban 
sprawl does not increase the cost of travel as measured by VMT or travel time per 
car trip. Rather, sprawl serves as a subtle safety-valve mechanism that enables the 
cost of travel to remain resilient and stable while the region adds population and its 
appetite for mobility rises with income.   

    The Cost of Drastic “Sprawl Remedies”: 
The Urban Growth Boundary   

 Planners have been prone to recommend drastic land use controls to contain what 
they think is excessive and wasteful sprawl. For example, New Jersey and Maryland 
have favored aggressive restrictions on urban land use expansion. Portland, Oregon, 
and Boulder, Colorado, have growth boundaries. Greenbelts have been used in 
London and are a part of the United Kingdom’s Town and Country Planning System 
 (Cheshire and Sheppard,  2002  ) , as they are also in Oregon’s land use law, they have 
been used in Seoul, Korea  (Lee and Linneman,  1998    ;  Son and Kim,  1998  ) , and in 
Moscow, New Delhi, Ottawa, and Tianjin. 

 Urban economists in the late 1970s and early 1980s discovered not only conges-
tion tolling and its effects on the monocentric city but also that an urban growth 

   15 . Also, VMT per worker increases, all else being constant, when the workers’ 
incomes increase, because more shopping trips occur to buy normal goods, and also when 
road capacity additions are made.  
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boundary that constricts the radius of a monocentric city with unpriced congestion 
would be a second-best policy if tolls were not an available instrument.  Kanemoto 
( 1977  ) ,  Arnott ( 1979  ) , and  Pines and Sadka ( 1985  )  illuminated this issue. The intu-
ition behind this strong result is simple. Since tolls in the monocentric city work by 
inducing residents to move closer to the CBD, a UGB that is not too stringent would 
do the same, albeit imperfectly.  Bento et al. ( 2006  )  were the fi rst to study antisprawl 
policies, and they used the monocentric model. But what about the effectiveness of 
the UGB policy in the polycentric models or in the models with dispersed jobs dis-
cussed earlier.       

 Recall that in  Anas and Pines ( 2008  ) , the fi rst-best policy of tolling congestion 
could cause the large city to shrink in area but the small one to expand, their aggre-
gate land area increasing as the aggregate externality and aggregate transport costs 
are reduced. The authors went on to show that a modifi ed UGB policy would indeed 
be a second-best policy in such cases, but only by placing a restrictive UGB around 
the larger city and an expansive one around the smaller city. Furthermore, such a 
system of coordinated UGBs achieves second-best effi ciency by increasing, not by 
decreasing, the aggregate land area of both cities, just as that is also what the conges-
tion tolls do in the fi rst-best case. In  Anas and Rhee ( 2007  ) , the authors showed that 
when Pigouvian tolling of congestion causes jobs to move to the suburbs and this 
increases the suburban land area, then a second-best optimal policy is to impose an 
expansive growth boundary, again mimicking the effects of the fi rst-best policy. 

  Anas and Rhee ( 2006  )  were the fi rst to show that the restrictive UGB in the 
city with dispersed jobs and residences mixed throughout was not a second-best 
instrument in the absence of tolls. Indeed, their simulations suggested that an 
expansive UGB would be a second-best instrument. Only when the city’s resi-
dents regarded the greenbelt carved out at the urban fringe by the UGB as a suf-
fi ciently valuable pure public good were the authors able to show that a restrictive 
UGB would create net benefi ts. In the same article, the authors evaluated just how 
harmful the restrictive UGB can be in a general equilibrium, in those cases when 
it is not a second-best instrument. The restrictive UGB makes an urban area more 
compact instead of pricing congestion. Then trips are shortened somewhat as the 
UGB squeezes jobs and residences into proximity, reducing some congestion by 
cutting trip distances, but congestion per mile rises. More important, aggregate 
land rents rise dramatically due to the artifi cial supply limitation created by the 
UGB, which works in the land market to correct the congestion ineffi ciency that 
arises in the travel market. The higher rents make production and consumption 
more expensive, and the deadweight losses can be huge, despite the fact that the 
rent increases are taxed and redistributed. This is only part of the story, however. 
In a dynamically growing city, the UGB indirectly confi scates the option values of 
the farmers who owned land that remains outside the UGB, adding to the dead-
weight loss. 

 According to this revised understanding of the UGB, not only is it often necessary 
to allow an urban area to create more land sprawl in order to optimally reduce the exces-
sive cost of travel caused by congestion, but often, optimal UGBs should be a set of 

0001312789.INDD   1430001312789.INDD   143 8/25/2011   11:38:34 AM8/25/2011   11:38:34 AM



144 urban structure, growth, and the development process

restrictive and expansive UGBs  according to a city’s size. Such controls would often 
manage congestion best by increasing urban sprawl, not by reducing it.  

    Transit-Oriented Development 
and the New Urbanism   

 The low-density sprawling suburbs fostered by the car have handicapped public 
transit investments in the United States.  Table  6.5     shows the numbers on the dra-
matic decline of public transit ridership in the United States. Since 1960, the num-
ber of workers almost doubled, and private vehicles per person more than tripled, 
but transit commuters have decreased by 22.3 percent, and the national share choos-
ing transit to commute fell under 5 percent by the year 2000. Northeastern cities 
were built in public transit corridors supported by streetcars and later by subways 
or trains, fostering a transit-dependent suburbanization  (Warner  1978  ) . The adop-
tion of the car, supported by highway expansions, reduced transit use, siphoning 
development from transit corridors into outlying areas or to open spaces between 
transit lines  (Barrett  1983  ) . Later, the suburbanization of jobs has rendered the radial 
transit lines serving the CBDs sparsely utilized, unprofi table, and subsidized. These 
long-term processes have locked in a land use pattern that is costly to reverse. At 
best it would take massive economic change or a giant policy push to bring back 
transit on a large scale.   

  Ewing ( 1997  ) ,  Cervero ( 1998  ) ,  Dittmar and Ohland ( 2003  ) , and  Downs ( 2004  )  
defend well the value of compact, high-density cities supported by rapid transit. 
But for transit-oriented development (TOD) to take hold in the United States, a 
considerable share of metropolitan jobs should revert to the CBD and the central 
city or to selected suburban employment subcenters. It is not clear whether TOD 
itself can do that. The simulations with RELU-TRAN discussed earlier       showed 
that traffi c congestion has driven these jobs away, but congestion pricing can 
bring some of them back. But for TOD to work, policies would have to be pursued 
thatcould concentrate housing, retail, and offi ce space in high-density corridors. 
In Greater Copenhagen’s “fi nger plan,” for example, development is required to 
concentrate along railway networks and radial expressways. Large offi ce buildings 
must be located within 600 meters of train stations to induce more walking, and 
green wedges between corridors may not be converted to urban use (Danish 
Ministry of the  Environment  2007  ) . Some TOD planners have argued in favor of 
traffi c calming (using urban design to discourage or slow down driving in down-
towns) and even banning cars from city cores. The tools advocated by TOD plan-
ners thoughtfully combine the ideas of constraining suburban development, 
improving transit in urban cores, and making driving less attractive but without 
pricing congestion. 
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 Urban economists have not suffi ciently studied the economics of public transit 
within urban models and need to do more. Following the planners, they could study 
European and Asian settings where transit has been more successful.  Anas and 
Timilsina ( 2010  )  recently studied congestion and carbon dioxide emissions from 
cars in a simple core-periphery model of Beijing where in 2005 only 20 percent of 
commuters drove at an average speed of fourteen to eighteen kilometers per hour, 
35 percent used transit (mostly bus), and 45 percent walked or bicycled. In this situ-
ation, improving transit in the core does not provide an effective alternative to driv-
ing because the cross-elasticity for drivers to switch to bus is too low and because 
many more switch from walking to bus, offsetting a large part of the gains in con-
gestion and car carbon dioxide emissions induced by the transit improvement. 
Improving transit in the suburbs and handicapping cars in the core (by reducing 
road capacity) are more effective instruments toward a carbon-neutral policy. These 
relatively successful TOD policies work because they reduce core congestion and 
emissions by shifting some population to the periphery, increasing sprawl. This is 
another example of how oftentimes results that are considered to be good arise 
because sprawl is increased, not because it is reduced. 

 The New Urbanism is an urban design movement, of which TOD is often con-
sidered a part. The movement advocates the introduction of high-density, mixed-
use, pedestrian-friendly neighborhoods in city and suburban settings. There is 
clearly demand for such developments from a niche of people who would pay a 
price that would allow the developers to make a normal profi t. Those choosing to 
live in such developments in the suburbs are trading off a larger private lot and 
lower residential density for the accessible neighborhood amenities and the positive 
externalities the developers may provide for them. So far, New Urbanism develop-
ments have not been numerous enough to measurably impact the broad sweep of 
low-density sprawl in the United States.  

    Conclusions   

 The data on the largest U.S. MSAs show that commute times increase only slightly 
with city size: the elasticity of the average commute time with respect to the number 
of workers was about 0.1 in 1990 and 2000. The CGE simulations of Chicago explain 
this by showing that with jobs and population sprawling to the suburbs, the average 
road distance between home and job and home and shop can become shortened as 
congestion increases on the average mile, so that travel time per consumer remains 
stable. These results suggest that urban sprawl itself has not been the cause of sig-
nifi cant travel cost increases. Meanwhile, theoretical models of urban areas with 
polycentric and dispersed employment show that more sprawl, not less, is often 
needed to offset the negative externality of unpriced congestion and improve 
 effi ciency. Planners, like urban economists devoted to the monocentric model, have 
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long viewed sprawl as something that should be reduced. Such a bias leads to poten-
tially drastic planning and policy remedies of which the restrictive urban growth 
boundary is the prime and most costly example. A higher level of sprawl and 
polycentric land use may indeed be optimal. To the extent that TOD and the New 
Urbanism are perceived as antisprawl tools, they may be wrongly promoted. But 
these tools of modern planning have an important role to play in serving niche 
markets. Planners may do better to view them as mechanisms that will promote 
effi cient polycentric land uses.   
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