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ABSTRACT OF THE DISSERTATION

Engineering and screening dynamic behaviors in microbial populations

by

Andrew Robert Lezia

Doctor of Philosophy in Bioengineering

University of California San Diego, 2023

Professor Jeff Hasty, Chair

Engineering novel, biological functions with synthetic genetic circuits is easier than ever

before due to constant discovery of new genetic parts, development of efficient ways to put

those parts together, and innovative methods to model and study complex phenotypes. As the

field of Synthetic Biology continues to grow, different focus areas and challenges have come to

light. In this dissertation, I identify key themes and current challenges in Synthetic Biology and

use novel circuit design and screening approaches to build on existing research in these areas.

One growing area of focus is controlling and coordinating microbial behavior at the population

level. A major challenge in this area is screening dynamic, population-level circuits for desired

behavior with the same throughput as single-cell circuit screening methods. Chapter 2 of this

xvi



dissertation introduces a novel microfluidic device that enables screening of mutant bacterial

libraries for complex, population-level phenotypes that change with time. Chapter 3 focuses on

genetic circuit screening as well, but from a more application-based standpoint. Specifically, a

workflow is developed for screening bacterial expressed toxins for their ability to inhibit cancer

cell growth when released via engineered bacterial cell lysis. Novel candidates are uncovered for

bacterial-based cell therapies. While noise and heterogeneity are typically avoided in synthetic

biology, Chapter 4 presents a novel strategy for exploiting engineered heterogeneity in bacterial

populations to enable the populations to quickly adapt to varying environments. Chapter 5

addresses the need for new, quantitatively-characterized inducible promoter systems in yeast.

The systems developed in this chapter are designed to be compatible with existing modular

cloning toolkits in yeast, making their implementation simple and standardized. Together, the

results presented in this dissertation demonstrate novel strategies for controlling population-level

behavior in bacteria, screening genetic circuits for complex phenotypes, and creating new genetic

parts for circuit regulation.
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Chapter 1

Introduction

1.1 Synthetic Biology and Dissertation Overview

Over a few billion years life has evolved solutions to problems at the limit of human

comprehension. In this period, natural selection has driven the emergence of innumerable

molecular machines in the form of proteins and ribonucleic acids (RNA) that facilitate diverse

chemical reactions with astounding specificity and efficiency. Equally as fascinating as nature’s

endless tool box are the complex networks that these tools operate within, which span individual

molecular pathways to entire ecosystems. Until relatively recently, this breadth of parts and

devices seemed impervious to human tinkering, shrouded in the complexity of the parts themselves

as well as their encompassing networks. In the last 100 years or so, human innovation and

research has cleared much of this fog of complexity allowing us to see biological systems not

as magic, but as decomposable and comprehensible networks. In addition to uncovering the

basic flow of information at the molecular level, researchers have identified many small motifs

of genetic interactions that occur much more often than random and contribute to massive

biological networks [1]. This relatively newfound understanding of biological networks and their

components has grown at a rapid pace leading to researchers constructing their own synthetic
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gene circuits over the last 20 years [2–4].

The first synthetic gene networks mimicked simple electronic circuits and showed that

biological systems could be created with a bottom-up design approach centered around principles

like abstraction and modularity typically seen in traditional engineering fields [5, 6]. While these

initial forays into synthetic gene circuits helped shine a light on the fact that biological systems

could be engineered, they also brought into focus a slew of characteristics that kept biology

distinct from engineering including the stochasticity of gene expression and context-dependent

behavior of genetic parts. Now, the field of synthetic biology is in its adolescence, with a multitude

of engineered circuits leaving the lab to solve real-world problems.

The growth of synthetic biology has led to the emergence of several prominent focus areas.

The forthcoming chapters in this dissertation highlight projects that are directly and indirectly

connected through common themes. For example, Chapter 2 directly links to other chapters

by detailing the development of a microfluidic cell culture device that is then used elsewhere.

In contrast, Chapters 2 and 4 share an indirect connection, as they both describe approaches to

engineering population-level behavior in bacteria. Figure 1.1 illustrates the significant synthetic

biology topics explored in this dissertation, while Figure 1.2 shows the correlation of each chapter

to each synthetic biology topic. In the following sections, I provide a brief overview of each topic

area and its relevance to the dissertation chapters. To start, I present work from the Biodynamics

Lab on the Synchronized Lysis Circuit (SLC) and how it has been improved and utilized for

cancer therapy. This serves as an example of how iterative design and basic research can lead to

genetic circuits with real-world relevance.
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Figure 1.1: Overarching themes of the dissertation.

Chapter 2: Design, mutate, 
screen: Multiplexed creation 

and arrayed screening of 
synchronized genetic clocks
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Figure 1.2: Connection of each chapter to overarching dissertation themes.
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1.2 Dissertation Themes

1.2.1 Engineered Living Cell Therapies

Compared to traditional, chemical-based therapeutics for disease, therapies made from

and delivered by engineered living organisms offer many advantages due to their potential for

dynamic, environment-specific behavior. For instance, if we consider a system with two states,

diseased and healthy, synthetic gene circuits can enable an engineered cell to distinguish between

these two states and activate a specific program of gene expression depending on the state, much

like a computer [7]. Here, I describe work from our group and others on using engineered bacteria

for cancer therapy that demonstrates: 1) Why bacteria may be good vehicles for delivering therapy

to solid tumors, 2) How synthetic gene circuits can be used to dynamically control the release of

a therapeutic as well as the size of the bacterial population delivering the therapy, and 3) How

additional circuitry could help solve challenges related to gene circuit stability and exogenous

control of therapeutic release.

The identification of tumor-colonizing bacteria and their potential anti-tumor effects dates

back over a century [8], and recent research has further reinforced the observation that many

different types of bacteria can colonize and grow within a range of solid tumor types [9–12].

Given this abundance of research on the ability of bacteria to colonize solid tumors and challenges

associated with some chemotherapeutics penetrating into solid tumors, multiple groups identified

the potential for bacteria to be used as vehicles for therapy-delivery.

One system was recently developed that enables bacteria to release different therapeutic

payloads within tumors while preventing unchecked growth of the bacterial population (Figure

1.3A). This system, the Synchronized Lysis Circuit (SLC), utilizes a naturally occurring bacterial

phenomenon, quorum sensing (QS), to synchronize therapeutic production and release from a

tumor-colonizing population of bacteria [13]. Specifically, the circuit consists of three primary

genes: 1) an N-Acyl homoserine lactone (AHL) synthase, LuxI, 2) a lysis gene derived from
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a phage, and 3) a gene encoding an anti-cancer therapeutic. Each of these genes is driven

by the pLux promoter, which is activated by the AHL-LuxR transcription factor complex. At

low population levels, cells produce low levels of AHL due to leaky expression from the pLux

promoter. AHL is free to diffuse among the cells and, as the population grows, the local

concentration of AHL increases in proportion to the number of cells. Once the population size

reaches a quorum threshold size, AHL concentrations become sufficient to fully activate the

pLux promoter via LuxI-mediated positive feedback, which leads to significant production of

the lysis gene and a therapy gene. Production of the lysis gene causes the majority of cells in

the population to lyse and release the therapy molecule while the few remaining cells are able to

grow up again perpetuating cycles of growth, therapy production, and lysis.

As this mechanism of delivery relies on bacteria lysing and releasing their intracellular

contents, it is readily amenable to releasing diverse types of therapeutic molecules as potentially

difficult to engineer secretion mechanisms are unnecessary. Additionally, since this circuit

regularly culls the bacterial population size, it addresses some of the major safety concerns

associated with containment of engineered therapeutics. Since it’s original development, the SLC

has been utilized to deliver nanobodies targeting an anti-phagocytotic receptor that is commonly

overexpressed in cancer [14] as well as immune checkpoint-inhibiting nanobodies [15].

While the initial design of the SLC has proven success expressing different types of

therapeutics in mouse models, there are multiple challenges associated with this approach in-

cluding the propensity of the lysis circuit to mutate over time and the lack of exogenous control

over the lysis circuit behavior. To address stability issues of the SLC and extend its functional

lifetime, Liao et. al. recently developed new genetic circuitry across multiple engineered strains

of bacteria [16](Figure 1.3). In this rock-paper-scissors (RPS) circuit, three strains of E. coli

are engineered to each express a unique bacterial toxin known as a colicin. Each strain is also

designed to express immunity to two out of the three colicins in the circuit, while remaining

susceptible to the third colicin. This creates a simple network of interactions where three strains
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can be cycled by sequentially introducing a strain that kills the previous strain. This circuit was

used to extend the functional lifetime of the SLC by introducing a copy of the SLC into each

strain making up the RPS circuit. As soon as the SLC becomes non-functional in one strain due

to mutation, this strain can be replaced by the next strain in the RPS circuit and so on and so forth,

allowing the SLC to function over much longer time scales than possible in a single strain alone.

While this RPS circuitry has yet to be applied with the SLC in vivo, it represents a promising

strategy for extending the lifetime of genetic circuits in real-world applications.

In another advancement on the original SLC circuitry, Miano et. al. recently developed a

mechanism to control the dynamics of the SLC using an external inducer molecule [17](Figure

1.3). This circuit, the inducible SLC (iSLC), makes use of the quorum sensing machinery

from the photosynthetic bacterium Rhodopseudomonas palustris, which relies on the external,

plant-derived inducer molecule, p-coumaric acid (pCA) to produce its quorum sensing molecule,

p-coumaroyl-HSL (pC-HSL). When this pCA-inducible QS system was used for the SLC instead

of the original Lux system, the dynamic behaviour of the SLC could be controlled in one of three

different states depending on the concentration of pCA. For low pCA concentrations, insufficient

pC-HSL is produced to activate lysis and the population grows normally. For intermediate levels

of pCA, the SLC functions as described previously, with synchronized cycles of growth, therapy

production, and lysis. Lastly, for high pCA concentrations, the circuit acts as a kill switch, with

lysis protein production high enough to prevent significant growth of the population. The ability

to control the dynamics of an engineered therapy strain with a non-toxic inducer like pCA, along

with the kill-switch control capability to quickly eliminate the engineered strain with high levels

of pCA, make this circuit a promising strategy for bacterial-based cancer therapeutics.

Chapter 2 of this dissertation builds on advancements in controlling and stabilizing the

SLC by screening mutant variant libraries of this circuit for versions with different dynamical

properties. Chapter 3 demonstrates how the lysis circuit can be used to rapidly test a library of

potential therapeutic genes for their ability to kill cancer cells in a 3D co-culture model.
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Figure 1.3: Advancements in the Synchronized Lysis Circuit (SLC). Top left panel shows the
behavior of the synchronized lysis circuit (SLC) which can deliver bursts of therapy payload
release in an oscillatory fashion [13]. The following panel shows a synthetic community of
three populations which can kill each-other with toxins in a rock-paper-scissor pattern [16].
Each population is also equipped with the SLC for cargo release. The last panel shows an
inducible synchronized lysis circuit which has different dynamics as a function of inducer
concentration [17].

1.2.2 Microfluidics for Studying Cellular Dynamics

As the behaviors researchers wish to endow cells with become more complex, they

become more difficult to study and observe. Technology developments now allow different types

of cells to be grown in precisely controlled spatio-temporal environments perfused by microliters

of culture media. These microfluidic devices now have countless lab-on-a-chip applications

ranging from culturing human tissue-like organoids [18] to simulatenously culturing thousands of

bacterial strains in distinct cell traps [19].

One of the most common materials that microfluidic devices are made of is polydimethyl-

siloxane (PDMS). PDMS has many features that make it ideal for cell culture. For one, micro-

scopic device features can easily be made on PDMS via soft lithography where PDMS is poured

on a silicon wafer master mold and then baked until it is solid. PDMS is non-toxic to cells, allows

free diffusion of oxygen through the device, and is optically clear for high magnification imaging.

In the Biodynamics Laboratory, there have been over two decades of improvements on microflu-

idic devices to study genetic circuit dynamics in bacteria [19–26]. A key advantage of these

devices is that they allow researchers to generate detailed, time-lapse fluorescence microscopy

movies that provide temporal information that other assays do not permit.
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Chapter 2 introduces a new microfluidic device for spotting multiple strains of bacterial

directly from liquid culture to a multiplexed microfluidic device. This device is used in Chapters

3 and 4 as well as a previously developed microfluidic culture device that allows bacteria to be

cultured at different population sizes and in the presence of different inducer concentrations.

1.2.3 Coordination of Microbial Populations

Over the last decade, synthetic biologists have increasingly focused on creating genetic

circuits to control complex, population-level behavior [27, 28]. By harnessing cell-cell communi-

cation systems, like naturally occurring quorum sensing (QS) modules in bacteria, researchers

have created circuits that synchronize behaviors, such as genetic oscillations, across thousands of

cells [25, 29]. Population-level synthetic gene circuits have been applied in many areas, such as

living-therapeutics where cell-cell communication has been used to engineer population-control

mechanisms that decrease the chance of systemic inflammatory responses to engineered bac-

teria [13]. In recent years, circuits for cell-cell communication have helped create microbial

consortia composed of distinct strains that mimic naturally-occurring ecosystems where metabolic

pathways are distributed across different organisms [30]. Increased interest in population-level

gene circuits have brought new challenges in circuit design and testing. Whereas the ability to

screen dynamic single-cell circuits has improved dramatically in the last few years, there has been

less progress on methods to screen for complex, population-level phenotypes.

Chapter 2 addresses the challenge of studying population-level phenotypes of bacteria in

a more high-throughput manner than existing methods. Chapter 2 also introduces a new circuit

design for coordinating genetic oscillations among populations of bacteria. Chapter 4 explores

how controlling the non-genetic phenotypic heterogeneity in a bacterial population can allow the

population to more flexibly adapt to different environmental conditions.
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1.2.4 Host-Circuit Interactions

One of the key features of synthetic biology that makes it more challenging than traditional

engineering is the complex interface between a synthetic circuit and the host cell used to execute

that circuit. Recent work in synthetic biology has focused on studying the burden associated

with genetic circuit expression and ways to mitigate that burden. For instance, Ceroni et al.

investigated genetic circuit topologies that are less burdensome on host bacteria [31]. They further

built on this work by designing a burden-responsive feedback circuit that could decrease the

expression of a target protein if its expression was too burdensome to the cell [32].

Chapter 4 relates to the theme of host-circuit interactions by devising a way that bacterial

populations can exploit phenotypic heterogeneity to minimize the burden associated with plasmid-

based gene expression. Chapter 3 presents evidence that constitutive expression of different

therapeutic genes from a plasmid can alter the dynamics of a genetic circuit.

1.2.5 Improved Circuit Stability

One of the most important challenges to overcome when taking genetic circuits out of

the lab into the real world is ensuring their stability. Natural selection tells us that heterologous

gene expression from a host cell will be lost over time if it is detrimental to host fitness. Now,

an array of strategies have been developed to improve circuit stability including “development

of environmentally specific permissive growth, mutation-resistant recoded or reduced genomes,

burden-based feedback control, perfect-adaptation networks, and population product addiction”

[33].

Chapter 3 addresses problems with the stability of a synchronized lysis circuit (SLC).

Due to the incredibly strong selective pressure created by encoding self-lysis, the SLC is prone

to failure due to mutation. For therapeutic applications using this circuit, large amounts of a

lysis circuit strain need to be grown in batch culture before the strain is deployed in in vivo
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environment. In Chapter 3, I describe the construction of a modified lysis circuit that can be

completely repressed in the presence of arabinose, but functions normally in the absence of

inducer.

Chapter 4 looks at the stability of plasmid-based genetic circuits in a novel way. Specifi-

cally, we show that “incompatible” plasmids, which are so named due to their inherent instability,

are actually more stable than standard “compatible” plasmids under certain, specific environmental

conditions.

1.2.6 Exploiting Cellular Heterogeneity

Since its inception, synthetic biologists have always tried to draw parallels to traditional

engineering fields. Specifically, researchers in this field have tried to precisely characterize

genetic parts so that they can be modularly swapped into different circuits and behave as expected.

Unfortunately, unlike traditional engineering fields, biological systems are incredibly context-

dependent and stochastic. Nonetheless, natural systems have achieved functions that are nearly

impossible to implement with traditional engineering approaches.

The causes and impacts of gene expression noise and heterogeneity in biological systems

have been studied extensively [34]. Until recently, synthetic biologists generally saw noise as a

challenge to creating precise and predictable genetic circuits. Now, there is more focus on how

natural biological systems exploit heterogeneity and how noise can actually be a tool for synthetic

biologists to work with [35].

In Chapter 4 of this defense, we demonstrate a mechanism of creating plasmid copy

number heterogeneity in a population of engineered bacteria. We show how this heterogeneity

enables fitness-based adaptation of the population to different environments and also how it can

improve circuit stability.
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1.2.7 Library Creation and Screening for Genetic Circuits

Mutation and selection are the core processes by which nature creates novel proteins,

genetic circuits, and organisms. Now, synthetic biologists mimic nature and create artificial

variation in their host cells and selecting or screening for those with desired behaviors [36].

Methods for selectively introducing genetic variation to proteins and larger genetic vectors have

become efficient and powerful and is relatively easy to create large mutant libraries of many

different types of genetic parts (e.g. promoters, non-coding RNAs, ribosome binding sites, and

proteins) [37]. As the behaviors researchers try to endow cells with become more complicated,

screening variants that exhibit complex phenotypes that have dynamic behaviors in space and

time has become a major focus area in library-based methods for genetic circuit creation.

To tackle this challenge, Chapter 2 describes the development of an arrayed, multiplexed,

microfluidic device for culturing multiple bacteria strains from a mutant library. Chapter 3 also

advances library creation and screening for synthetic biology applications, but in a different way.

Specifically, in Chapter 3, we describe a pipeline for rapidly testing bacterial expressed toxins for

their ability to kill cancer cells when released from the bacteria by programmed cell lysis.

1.2.8 Genetic Part Creation and Modular Cloning Toolkits

Synthetic biologists must select biological parts in order to implement genetic circuit

designs. While electrical circuit components are responsible for regulating the flow of electricity

through a larger system, biological parts can loosely be thought of as regulating the flux of RNA,

protein, and metabolites within single cells and among populations of cells. As the field of

synthetic gene circuits has grown, so has the number and type of parts available to researchers

to program their desired host cell or organism. Implementation of genetic circuit design can

generally be broken down into two components: 1) The selection of regulatory parts to carry out

the circuit function and 2) The synthesis and assembly of those parts into the organism of choice.
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One of the biggest advancements in the construction of genetic circuits came from the

discovery of multiple techniques to assemble many pieces of DNA in simple, single reactions.

One technique, Gibson Assembly, made possible the combination of many pieces of DNA

in a single reaction by taking advantage of the mutual activity of T5 exonuclease, Phusion

polymerase, and Taq ligase at 50C [38]. With this method, different genetic parts could be rapidly

combined once they had been PCR-amplified with overhangs containing overlapping sequences

with the adjacent part. While an incredibly powerful tool overall, Gibson Assembly does have

some weaknesses such as the need to PCR amplify each part which could lead to undesirable

mutations and the difficulty of assembling very small pieces of DNA due to the exonuclease

activity. Another cloning strategy, Golden Gate Assembly, developed around the same time

dramatically accelerated the creation of standardized, easy-to-use, genetic part kits. Golden Gate

Assembly takes advantage of type IIS restriction endonucleases which cut DNA at a distinct

point away from their recognition sequence. This allows parts to be designed that are digested

with the same enzyme, but that have unique overhangs after digestion allowing many parts to

be digested and ligated in a single reaction mixture [39, 40]. By standardizing the user-defined

overhangs and utilizing different type IIS restriction enzymes, a significant number of of modular

cloning (MoClo systems) have been developed for use in organisms spanning bacteria [41–43],

yeast [44, 45], plants [46, 47], and mammalian cells [48]. (Figure 1.4) shows a diagram of the

general MoClo workflow for generating multi-gene expression systems.

As an example of a typical MoClo work-flow, we look at the yeast MoClo Toolkit

developed by Lee et. al. in the laboratory of John Dueber [44]. This toolkit exemplifies many

of the characteristics researchers need to take into account in order for their MoClo platform to

be used by other researchers. For example, in this yeast toolkit, the authors identify 8 unique

part types (type 1-8) with predefined flanking overhangs. Each part type has as a recommended

function associated with it (e.g. type 3 parts are coding DNA sequences and type 4 parts are

transcription terminators), but in theory a researcher could create a new part of any type by adding
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Figure 1.4: Overview of Modular Cloning Workflow via Golden Gate Assembly. Different
genetic part types can be easily combined in single reactions using user-defined overhangs that
created by digestion by type IIs restriction enzymes. Following rounds of assembly can be used
to make multi-gene constructs.

the correct overhangs to the part. The kit employs a GFP-dropout strategy to facilitate screening of

correctly-assembled constructs, and their system uses alternating type IIS restriction enzymes and

selection markers to make the construction of multi-gene constructs simple and easy. Importantly,

the kit is readily available on Addgene and has 100+ basic parts making it accessible. The utility

of this kit has further been improved by the creation of compatible part libraries by other groups.

Specifically, Shaw et al. created 42 parts for building tunable GPCR-based biosensors that are

designed for use with the yeast MoClo toolkit [45].

Each chapter of this dissertation contributes novel genetic parts to synthetic biology in

one way or another. Chapter 2 involves the creation of mutant circuit libraries of oscillators,

uncovering new circuit versions with improved dynamics. In Chapter 3, new toxin-expressing

plasmids are designed and cloned into bacteria. Chapter 5 is the most focused on the development

of new parts for synthetic biology. Specifically, in chapter 5, we describe the construction of

multiple new inducible systems for controlling gene expression in yeast. These inducible systems

are a direct extension of the yeast MoClo Toolkit created by Lee et al. and will be deposited on

Addgene to make these resources readily acceptable.
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Chapter 2

Design, mutate, screen: Multiplexed

creation and arrayed screening of

synchronized genetic clocks

2.1 Abstract

A major goal in synthetic biology is coordinating cellular behavior using cell-cell in-

teractions; however, designing and testing complex genetic circuits that only function in large

populations remains challenging. While directed evolution has commonly supplemented rational

design methods for synthetic gene circuits, this method relies on efficient screening of mutant

libraries for desired phenotypes. Recently, multiple techniques have been developed for iden-

tifying dynamic phenotypes from large, pooled libraries. These technologies have advanced

library screening for single-cell, time-varying phenotypes, but are currently incompatible with

population-level phenotypes dependent on cell-cell communication. Here we utilize directed

mutagenesis and multiplexed microfluidics to develop an arrayed-screening workflow for dy-

namic, population-level genetic circuits. Specifically, we create a mutant library of an existing
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oscillator, the synchronized lysis circuit, and discover variants with different period-amplitude

characteristics. Lastly, we utilize our screening workflow to construct a transcriptionally-regulated

synchronized oscillator that functions over long timescales.

2.2 Introduction

Over the last decade, synthetic biologists have increasingly focused on creating genetic

circuits to control complex, population-level behavior [27]. By harnessing cell-cell communi-

cation systems, like naturally occurring quorum sensing (QS) modules in bacteria, researchers

have created circuits that synchronize behaviors, such as genetic oscillations, across thousands of

cells [25, 29]. Population-level synthetic gene circuits have been applied in many areas, such as

living-therapeutics where cell-cell communication has been used to engineer population-control

mechanisms that decrease the chance of systemic inflammatory responses to engineered bac-

teria [13]. In recent years, circuits for cell-cell communication have helped create microbial

consortia composed of distinct strains that mimic naturally-occurring ecosystems where metabolic

pathways are distributed across different organisms [30]. Increased interest in population-level

gene circuits have brought new challenges in circuit design and testing. Whereas the ability to

screen dynamic single-cell circuits has improved dramatically in the last few years, there has been

less progress on methods to screen for complex, population-level phenotypes.

Two approaches have greatly facilitated genetic circuit creation: 1) rational “plug and play”

methods and 2) evolutionary “design, then mutate” strategies [49]. In the “plug and play” method,

researchers choose well-characterized genetic components to rapidly engineer a circuit with the

desired behavior predicted by a computational model [50]. While the principles of abstraction

and standardization afforded by this method are alluring, the context-dependent function of

genetic parts often prevents this method from reaching the same precision as in other engineering

fields [51, 52]. Conversely, directed evolution or “design, then mutate” methods for gene circuit
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construction take a different approach. In this method, mathematical models guide the selection

of key circuit components (e.g. promoters, ribosome binding sites (RBSs), and operators) to

mutate to create large libraries of variants that are then screened [53, 54]. Methods to create

large, targeted mutant libraries have improved vastly, now allowing researchers to simultaneously

mutate multiple genetic targets at once [55–57], use host organisms to mutate the desired target

in vivo [58–60], and rapidly assemble many pieces of DNA in single reactions [38, 61]. Site

directed mutagenesis (SDM) techniques in particular have made the creation of precisely-targeted

mutant libraries, easy, inexpensive, and fast [62]. In general, a combination of rational design

and directed evolution is ideal as it takes advantage of existing biological knowledge while

acknowledging remaining gaps in understanding. Regardless of the chosen method to get from

conceptual design to functional circuit, the ability to rapidly screen circuit variants for a desired

phenotype is paramount.

Presently, devising methods to screen variants from large libraries is more challenging

than creating the libraries [63]. As researchers continue to study more complex, time-dependent

cellular behaviors, there is a need for technologies that take advantage of the high spatio-temporal

information provided by live-cell, time-lapse microscopy while maintaining the ability to identify

and isolate unique variants from large libraries. New advances in library-screening have done

just this, improving the throughput of screening while maintaining the ability to link genotype-

phenotype relationships in interesting variants. Two separate groups recently developed related

imaging-based methods for observing complex phenotypes in large pool-synthesized strain

libraries and connecting the observed phenotypes with the underlying cell genotypes [64, 65].

Both of these methods separate phenotype observation and genotype determination into two

steps. After time-lapse imaging is used to observe complex phenotypes among library members

either adhered to a cover-slip or continuously-cultured in a mother machine-like microfluidic

device, the cells are fixed and multiple rounds of fluorescent in situ hybridization (FISH) are

performed to detect unique RNA barcodes expressed by each strain. Since each RNA barcode is
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associated with a known, unique genetic perturbation, barcode determination for a given strain

directly connects genotype and phenotype, something that has typically been challenging for large,

pooled-strain libraries. In an impressive demonstration of their workflow, Lawson and Camsund

et al. determined how 235 different CRISPR interference knockdowns impacted coordination

between replication and division cycles in E. coli [66].

Another group recently developed a method to isolate single cells after time-lapse mi-

croscopy (SIFT) using optical trapping [67]. They screened a large library of precise synthetic

gene oscillators and uncovered variants spanning a 30-fold range of average periods. In this

method, since cells can be retrieved after long-term imaging of dynamic behavior in a microfluidic

device, cells with interesting phenotypes can be propagated and sequenced. Notably, tens of thou-

sands of cell lineages can be screened per day with this technique. While both in situ genotyping

and optical trapping of strains from pooled-strain libraries dramatically improve screening for

dynamic phenotypes at the single cell level, these technologies are currently incompatible for

screening population-level genetic circuits that rely on cell-cell communication.

In this work, we address the gap in techniques to screen mutant libraries of population-

level genetic circuits for dynamic phenotypes. We build upon previously-developed multiplexed

microfluidic platforms for arrayed cell library screening to simultaneously culture dozens of

unique E. coli populations from large mutant libraries [19]. Our technique enables us to rapidly

array potentially up to 48 distinct strains on a microfluidic device directly from liquid culture.

Using this arrayed-strain microfluidic culture system, we develop a workflow for quantitatively

screening libraries of gene circuits with complex phenotypes only seen at the population-level.

We use this workflow to tune the dynamics of an existing oscillator, the synchronized lysis circuit

(SLC) [13], and uncover new principles regarding its regulation. Additionally, we develop a

new synchronized gene oscillator and demonstrate how we are able to improve the circuit by

combining computational modeling with our screening pipeline. The final oscillator we develop

exhibits robust and tunable oscillations over long time scales. Overall, this work demonstrates the
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Figure 2.1: Synthetic oscillator creation and tuning through directed mutagenesis and screening.
(A) Overview of gene circuit creation and screening work-flow. Mathematical modeling of
circuit dynamics helps to identify parameters to target in order to improve or modify circuit
behavior. Large libraries of a given circuit are quickly constructed via site-directed-mutagenesis
(SDM). High-throughput, multi-strain microfluidic devices permit dynamic phenotype screening
to supplement and improve upon traditional batch-culture methods of circuit screening. Circuit
variants with desired or interesting behavior can be used for real-world applications, used to
better inform circuit models, or placed through another cycle of mutagenesis and screening to
further improve behavior. (B) The gene circuit library construction and screening work-flow
developed here can be used to tune the behavior of an existing oscillator circuit. (C) The system
can also aid in the construction of new genetic circuits such as oscillators synchronized at the
population level.

power of directed mutagenesis to supplement rational circuit design and illustrates how arrayed,

multi-strain microfluidics can improve the ability to screen dynamic phenotypes at the population

level.
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2.3 Results

2.3.1 Overview of directed evolution approach for synthetic oscillator cre-

ation and tuning

We sought to develop a system for constructing and tuning dynamic, population-level

gene circuits by directed mutagenesis and screening (Figure 2.1). In this work, we focus on tuning

and creating QS-based oscillator circuits in E. coli as they: 1) exhibit complex, time-varying

phenotypes that can be difficult to predict and monitor, 2) have many dynamic parameters that

can be tuned (e.g. period, amplitude, and prominence), and 3) are increasingly being tested

for real-world applications. We begin by creating targeted mutant libraries of a genetic circuit

using site-directed-mutagenesis (SDM). We utilize deterministic modeling of circuit dynamics

to help guide the choice of circuit elements to mutate. Following library creation, we screen

strains for interesting phenotypes in both well plate-based batch culture and microfluidic-based

continuous culture. Batch culture screening approaches permit rapid screening of many variants

for significant phenotype differences, but are insufficient for observing dynamic phenotypes

only seen in continuous culture where the metabolic state of the cell population is relatively

constant [68]. Thus, after an initial library screen in 96 well-plates, we deploy a high-throughput,

multi-strain microfluidic device to further screen interesting library members.

The multi-strain device was adapted from a previous design in which a single inlet-outlet

system fed a manifold array of 2,176 cell traps [19]. For improved compatibility with liquid

cultures instead of solid colonies (liquid cultures have a greater tendency to wick and spread

through channels), the spacing between spotting regions where cells are deposited was increased

from 1.125 mm to 2 mm (Figure 2.2). The final PDMS-based device consists of a 6x8 array of cell

trapping regions that are loaded with liquid bacterial cultures by acoustic droplet ejection using a

Labcyte Echo 550 prior to bonding the device to a glass slide or coverslip. Each position features

four smaller cell traps downstream of the large trapping region that serve as regions of interest

20



Figure 2.2: A multi-strain microfluidic device for dynamic phenotype screening. (A) A mi-
crofluidic device was developed that allows 48 unique strains to be arrayed by acoustic droplet
ejection and cultured continuously. (B) Each individual growth region consists of a spotting
region where a liquid culture of a strain is deposited. Fluid flow moving through the channels of
the spotting region carries some cells toward cell traps connected to the main fluidic channel.
As fluid flow pushes cells into the cell traps, they begin to grow and fill up the trapping region
as they cannot pass through the 0.5 µm height device channel. During an experiment, cellular
populations in the trapping region are imaged continuously to observe gene expression dynamics.
(C)Microscope image of cell spotting region and smaller downstream traps.

(ROIs) for tracking population dynamics in fluorescent and transmitted light channels. With

this device, up to 48 distinct positions can be loaded with a unique E. coli strain, each housing

a continuous culture for multiple days where media composition and flow rate are precisely

controlled. The high spatio-temporal resolution data from variants can be used to improve circuit

models and inform design considerations for relevant applications.

2.3.2 Tuning the oscillatory dynamics of a synchronized lysis circuit by

directed mutagenesis

To demonstrate the ability of our system to tune circuit dynamics via directed mutagenesis

and screening, we worked with a single plasmid version of a previously-developed synthetic gene

oscillator, the synchronized lysis circuit (SLC) [13]. Bacteria transformed with the SLC have

been used to release therapeutics in solid tumors [9, 13, 69, 70], and the ability to tune the circuit
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dynamics could improve the utility of this circuit for cancer therapy. In the SLC, expression of

the LuxI protein, and subsequent production of the QS autoinducer N -Acyl homoserine lactone

(AHL), generates synchronized positive feedback in a colony of isogenic cells. The positive

activation of the pLux promoter in-turn drives negative feedback via expression of the lysis

protein, E, from phage φX174, causing synchronized lysis of the colony. A few cells in the

population are able to survive the lysis event and continue growing, perpetuating cycles of growth,

gene expression, and mass lysis (Figure 2.3A).

We generated a mutant library of the SLC by randomizing five base pairs in the ribosome

binding site (RBS) upstream of the lysis protein leading to as many as 1024 unique circuit variants

(Figure 2.3A). We chose to create a library significantly larger than the maximum throughput of

our microfluidic device to increase the probability that transformants selected at random would

all have different RBS sequences. Altering the strength of the RBS preceding the lysis gene

affects the translation rate for the lysis protein, which potentially alters the oscillatory dynamics

by modulating the negative feedback component of the circuit. We hypothesized that strains

with a stronger RBS driving the lysis gene would lyse more rapidly upon reaching a threshold

population size leading to higher frequency oscillations compared to strains with weaker RBSs.

We randomly selected 24 members from the SLC library for screening. We cultured these

strains in a 96 well plate and monitored their lysis dynamics using a TECAN microplate reader.

For the 24 strains examined in batch, we saw differences in the presence and magnitude of lysis

events and GFP expression immediately before a lysis event (Figure 2.3B). While differences in

cell population dynamics and GFP fluorescence can be coarsely ascertained from the batch culture

data, sustained SLC oscillations are typically only seen in continuous culture, necessitating the

use of multiplexed microfluidics for dynamic parameter screening.

In parallel with the batch culture experiments, the 24 selected library members were

screened on a 48-position multiplexed device using a previously described custom optical as-

sembly [19]. Both fluorescence and transmitted light images were collected every 10 minutes,
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Figure 2.3: Screening of Synchronized Lysis Circuit (SLC) library strains. (A) A single-plasmid
synthetic oscillator (pSpSLC) was developed with AHL production from the LuxI protein as a
cell-synchronized positive feedback mechanism, and cell lysis as negative feedback. A library
was created by randomizing five bases in the RBS upstream of the lysis protein gene, E. (B)
When screened in batch culture, the library strains exhibit a range of growth, lysis and GFP
expression dynamics. (C) 24 library members were screened on a 48 strain microfluidic device
and subjected to temporal changes in the background AHL concentration. Different, dynamic
fluorescent phenotypes were observed across these 24 strains, with four examples shown. In
the heat map, fluorescence (AU) of each strain was linearly scaled between 0 and 1 relative to
itself. (D) Extracted parameters, oscillation period and peak fluorescence, of 24 oscillator strains
under 1 nM AHL. 8 cell traps were evaluated for each strain, with each point representing the
measured value for a single trap. Non-oscillating cell traps were reported as zero, with bars
representing the mean of the oscillating traps. (E) Peak-peak interval histograms for three library
strains under different AHL concentrations, with 8 distinct cell traps evaluated for each strain.
Representative GFP time-traces for each strain at the specified AHL concentration are shown
below.
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with fluorescence used as the primary output to quantify oscillator dynamics. While 48 unique

strains can grow in the device simultaneously, screening only 24 members allowed for additional

replicates on the chip (8 small cell trap ROI’s per strain). Experiments were started on LB media

with 0 nM AHL for 12 hours during initial trap filling, then subjected to varying background

concentrations of AHL over a several day period to survey oscillatory dynamics. Clustering of

all cell traps revealed an abundance of phenotypes, predominantly “broken” oscillators with no

fluorescent oscillatory dynamics, but also several working oscillators (Figure 2.3C). Four strains

are highlighted in Figure 2.3C, showing three working oscillators that activate under different

AHL concentrations and have differences in their period and amplitude across conditions. Dy-

namic parameters (period and peak fluorescence) were extracted for all 24 strains at 1 nM AHL

to quantitatively demonstrate the variety of oscillators discovered by library screening (Figure

2.3D). To further characterize the three working oscillators highlighted in Figure 2.3C (pSpSLC0,

pSpSLC10, and pSpSLC12), peak-peak interval histograms for these strains were constructed

(Figure 2.3E). Analysis of these oscillation frequencies at varied AHL concentrations reveals

ideal conditions for each oscillator, with pSpSLC10 exhibiting more consistent oscillations at

1 nM AHL, and pSpSLC12 oscillating more consistently at 10 nM AHL. For strain pSpSLC12,

oscillations are sparse at 0 nM of AHL, regular at 1 nM and 10 nM with frequency increasing at

higher concentrations, and absent at 100 nM (Figure 2.3C and E). The trend of more frequent

oscillations with increasing exogenous AHL concentration matched modeling results obtained

using a deterministic model of the SLC (Figure 2.7).

To better understand how changes to the lysis gene RBS led to different oscillator dynam-

ics, we investigated two strains in more detail. Specifically, we looked at the original oscillator

(pSpSLC0) used to build the library which exhibited frequent oscillations with little to no GFP

production before lysis and compared it to library strain 10 (pSpSLC10) which exhibited slower

oscillations and high GFP expression before each lysis event (Figure 2.4A and B, Supplemental

Videos 1 and 2). To directly characterize how the different RBSs affected population lysis in
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Figure 2.4: Comparison of SLC library strains with varying lysis strengths reveals differences
in gene expression dynamics. (A) GFP and cell density time traces for the original single
plasmid SLC (pSpSLC0) grown in the multistrain microfluidic device with accompanying
microscope images of one microfluidic trap for specific time points. (B) GFP and cell density
time traces for SLC library strain 10 (pSpSLC10) grown in the multi-strain microfluidic device
with accompanying microscope images of one microfluidic trap for specific time points. (C)
Lysis dose-response curve for pSpSLC0. Error bars represent standard deviation of three separate
lysis measurements. (D) Lysis dose-response curve for pSpSLC10. Error bars represent standard
deviation of three separate lysis measurements. (E) SLC modeling results showing how changing
the maximum death rate due to lysis, D, impacts oscillatory population dynamics. (F) SLC
modeling results showing how changing the maximum death rate due to lysis, D, impacts AHL
concentration dynamics. (G) Modeling results showing how the period of lysis oscillations
changes with the parameter D.
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response to AHL, we re-constructed the strains without the positive feedback component, luxI

(Figure 2.7B). In batch culture, we then grew the strains under varying AHL concentrations to

generate a lysis dose-response curve for each RBS (Figure 2.4C, D and Figure 2.7B). We found

that the original strain with higher frequency oscillations had a much lower EC50 compared to

the lower frequency library strain, strongly suggesting that pSpSLC0 had a higher translation

initiation rate for the lysis gene. Using a previously-developed deterministic model of the lysis

circuit dynamics [71], we confirmed that the period of oscillations is generally inversely correlated

with the strength of expression for the lysis gene (Figure 2.4E,F, and G). Additionally, this model

showed that the peak AHL (and GFP) production immediately preceding a lysis event decreased

as the expression strength of the lysis gene was increased (Figure 2.4F and Figure 2.72C). This

prediction from the model agreed with our experimental results where the library strain with the

weaker RBS driving the lysis gene exhibited substantially more GFP expression preceding lysis.

The usefulness of in-situ screening with a “design then mutate” approach was further

demonstrated when investigating rational design tools, such as the the RBS calculator developed

by Salis et al. [72]. For the pSpSLC0 RBS and the pSpSLC10 RBS sequences, the RBS calculator

predicted lysis protein translation rates of 1957 and 1460 respectively. Despite these small

differences in predicted translation rates, within the reported margin of error for the calculator [73],

the experimentally measured lysis dose response curves for the two RBS variants demonstrated

significant differences in lysis gene expression strength, with the pSpSLC0 having an EC50 of

2.7nM and the pSpSLC10 having an EC50 of 19.4nM (Figure 2.4C, D). To further examine these

RBSs, they were placed in a circuit with a simpler phenotype: constitutive expression of sfGFP

on a low copy number plasmid. In this GFP-expressing circuit, the pSpSLC0 RBS sequence led

to an approximately 10 fold increase in GFP expression relative to the pSpSLC10 RBS sequence,

while the RBS calculator predicted a lower translation rate (8839) for the pSpSLC0 RBS than the

pSpSLC10 RBS (14049) (Figure 2.10A). It is well-documented that the protein coding component

of an mRNA transcript can affect translation initiation, leading to the same RBS sequence yielding
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different translation rates depending on the downstream sequence [74, 75]. Nonetheless, our

characterization of these RBS sequences in an AHL-inducible lysis circuit and a constitutive

GFP-expressing circuit yielded similar results for their relative strength. Thus, in this case, we

found in-situ screening to be more useful than existing rational design tools, particularly in the

context of the lysis circuit where small changes in expression level can lead to large changes

in observed phenotype due to the complex mechanism of the lysis protein [76]. Together these

results highlight the importance of screening for desired circuit properties, even for libraries

where circuit components can be rationally designed to a degree, especially in the context of

complex phenotypes such as the population-level oscillations of the SLC.

Our results here demonstrate the importance of considering the relative RBS strength for

the lysis gene in the SLC. In therapeutic applications using this circuit [13], it may be desirable to

have the production of a therapeutic gene driven by the same pLux promoter as the lysis gene.

Here, we demonstrate the importance of considering the relative expression strength for the lysis

gene and a therapy gene in this scenario. If the lysis gene translation initiation rate far exceeds that

of the therapy gene, the engineered cells may exhibit robust cycles of growth and lysis without

releasing a significant amount of therapeutic, akin to the case for the original SLC strain where

there was little to no GFP production preceding each lysis event.

2.3.3 Creation of a transcriptionally-regulated synchronized gene oscilla-

tor circuit via directed mutagenesis and screening

Beyond tuning the oscillatory phenotypes of an existing oscillator, such as the SLC, we

sought to further show the utility of our screening workflow for optimizing new population-

level genetic circuits with complex dynamics. While tuning the dynamic behavior of a circuit

is a common goal in synthetic biology, it is often difficult to create a circuit that displays the

desired behavior predicted by a model in the first place, especially for circuit designs where the

desired dynamics might only exist for a small number of parameters. We chose to implement a
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synchronized gene oscillator design consisting of coupled positive and negative feedback loops

using only quorum sensing molecule production and simple transcriptional regulation.

While a plethora of QS-mediated, population-level oscillators have been previously

developed in bacteria, most do not exclusively use transcriptional repression as a negative

feedback mechanism, often relying on quorum sensing molecule degradation proteins, or in

the case of the SLC, the destruction of cellular components [13, 29, 77, 78]. In the case of

population-level oscillators, using only transcriptional repressors may be particularly applicable

to QS systems for which QS molecule degradation enzymes have not been identified. In a recent

study, Chen et al. employed the repressor LacI as a negative feedback mechanism in conjunction

with the QS molecule degradation enzyme AiiA in a multi-strain oscillator [29]. For this system,

they explored different positive and negative-feedback motifs, notably finding that a design

with 2 negative and 2 positive feedback links (P2N2) was more robust than a design with a

single negative feedback link (P2N1). We sought to further explore these motifs, instead in a

single-strain system that could require fine parameter tuning to improve, or even see, oscillatory

dynamics.

To start, we created two versions of the oscillator circuit with slightly different topologies,

similar to Chen et. al (Figure 2.5A and B). The first version, P2N1-Tet (no negative auto-

regulation), uses two AHL inducible promoters: pLuxTet, which is activated by the LuxR-AHL

complex and repressed by the tetracycline repressor protein, TetR, and pLux, which is only

activated by LuxR-AHL. pLuxTet drives production of LuxI, which synthesizes AHL and drives

positive feedback. pLux drives production of fluorescently-tagged TetR, which represses pLuxTet.

As each cell accumulates high levels of TetR, the pLuxTet promoter becomes inactivated leading

to a steady decline in AHL as it’s removed from the population by fluid flow. The second circuit

topology, P2N2-Tet (with negative auto-regulation), is identical to P2N1-Tet except that the

TetR-repressible pLuxTet promoter is used for expression of both LuxI and TetR. TetR was

chosen as the transcriptional repressor because it binds the TetO operator as a dimer [79] and

28



tetR-GFPluxR

luxIluxR

AHLLuxR-AHL

pLux/Tet

pLux/Tet

tetR-GFPluxR

luxIluxR

AHLLuxR-AHL

pLux

pLux/Tet

RBS

RBS

A

B

C

D

E

F

P2N2 Design

P2N1 Design

TMax=5
TMax=1

TMax=2
TMax=0.1

TMax=5
TMax=1

TMax=2
TMax=0.1

Time (Hours)

Time (Hours)
0 50

50

100

150

100

25 75
Time (AU)

0 5025
Time (AU)

[t
et

R
-G

FP
] 

(A
U

)

0

10

20

[t
et

R
-G

FP
] 

(A
U

)

0

2

4

M
ea

n 
G

FP
 (

A
U

)

0 20 40

0
0

5 10

50

150

100

M
ea

n 
G

FP
 (

A
U

)

0

Figure 2.5: Comparison between P2N1-Tet and P2N2-Tet Circuit Topologies (A) Circuit dia-
gram for the P2N1-Tet design. (B) Circuit diagram for the P2N2-Tet design. (C) Representative
mean GFP time trace for first implementation of the P2N1 oscillator design in a cell trap with
area of 0.81E-2 mm2 at an aTc concentration of 50ng/mL. (D) Representative time trace for first
implementation of the P2N2-Tet oscillator design in a cell trap with area of 0.81E-2 mm2 at an
aTc concentration of 50ng/mL. (E) Modeling results for P2N1-Tet design with delay parameter
set to one for varying maximal expression levels of TetR. (F) Modeling results for P2N2 design
with delay parameter set to one for varying maximal expression levels of TetR (TMax)

is typically modeled with a lower hill coefficient than LacI, which binds LacO as a tetramer

and can also be involved in DNA looping [80]. Previous research on delayed-negative feedback

oscillators suggests that high non-linearity (i.e. cooperativity) in repressor binding increases the

parameter range for which oscillatory behavior is observed [81, 82]. Thus, for designs with lower

repressor binding cooperativity, such as the TetR design explored here, it may be important to

screen mutant libraries for circuits that oscillate.

Initially, we wanted to characterize a first implementation of each oscillator design and

choose the more promising one to optimize via mutagenesis and screening. We used a previously-

developed single-strain microfluidic device with a variety of cell trap sizes and a concentration

gradient [17] to characterize the behavior of both designs for varying levels of anhydrotetracycline

(aTc). The first implementation of the P2N2-Tet design did not lead to oscillations in any of the
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cell traps analyzed. Instead this circuit only displayed single GFP peaks that quickly decayed

to steady-state GFP levels as shown in the representative time trace in Figure 2.5D (bottom).

Furthermore, GFP peaks for this design were only seen in the three largest trap sizes, and the

steady-state mean trap GFP fluorescence was proportional to the concentration of aTc in the

media (Figure 2.8A and C). In contrast, the initial version of the P2N1-Tet design occasionally

displayed clear oscillatory peaks (Figure 2.5C); however, oscillations were never seen in the

largest trap size tested, and only seen in 37.5% of the 32 cell traps analyzed for the next two

smallest trap sizes.

To better understand the differences we saw experimentally between the two oscillator

designs, we created a mathematical model consisting of delayed ordinary differential equations.

In the model for the P2N1-Tet design, we saw that oscillatory behavior could be achieved for

smaller values of the delay parameter than for the P2N2 design (Figure 2.5E and F). Specifically,

when the delay term, τ, was set to one, the P2N2-Tet design displayed a single peak in TetR-GFP

expression followed by a rapid decay to a steady state value. On the other hand, we found that the

P2N1 design could achieve oscillatory behavior even when the delay term was set to one (Figure

2.5E). Based on this, we hypothesized that the experimentally-observed lack of oscillations for the

P2N2-Tet design was due to insufficient delay in the negative feedback caused by TetR repression.

We also looked at the effect that repressor cooperativity had on the propensity for oscillatory

behavior in our model of the P2N2-Tet circuit. We found that for increased repressor cooperativity

(i.e. hill coefficient of 2 vs. 4), the P2N2 design could generate oscillations for smaller values

of the delay parameter, τ (Figure 2.8 3B). This corresponds well with results obtained from the

two strain oscillator study of Chen et al. as well as previous oscillator studies from our group

demonstrating that LacI (higher hill coefficient than TetR) negative autoregulation can be a feature

of robust oscillator circuit designs [21].

In modeling the P2N1-Tet oscillator design, we also found that the existence of sustained

oscillations was highly-dependent on the maximum TetR expression rate. Specifically, if the TetR
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expression rate parameter was not sufficiently high, the model predicted oscillations that would

quickly decay over time (Figure 2.5E). Based on these results, we hypothesized that we could

optimize our initial implementation of the P2N1-Tet design to exhibit more regular oscillations

by tuning the expression strength of TetR-GFP by directed mutagenesis followed by screening of

the resultant library with our multiplexed microfluidic device.

To create a mutant library where TetR expression strength was varied, we changed the RBS

preceding TetR (highlighted in Figure 2.5A) to RBS sequences derived from the Anderson Lab

RBS collection [83] by SDM. The final library consisted of as many as 4096 unique sequences.

For initial screening of this circuit library, we picked 48 unique colonies and screened them in

batch culture using a 96-well plate in the presence and absence of 100 ng/mL anhydrotetracycline

(aTc) and tracked their GFP expression during growth (Figure 2.6A). For further screening in

microfluidics, we selected 8 library members that spanned the range of GFP expression we saw

in the well plate assay and loaded these strains on the multi-strain microfluidic platform. Only

8 out of the 48 strains from the batch culture screen were chosen to culture in the microfluidic

device because these strains spanned the range of GFP fluorescence levels we saw in the batch

culture screen. When grown in the multi-strain device, the majority of library strains exhibited

one or two small peaks in TetR-GFP expression before decaying to relatively steady, intermediate

levels of expression (Figure 2.6B).

The original P2N1-Tet strain and strain D1 were the only two strains screened that

consistently had more than one GFP peak in the multi-strain device. To quantify the differences

between the damped oscillations shown by the original strain and strain D1, we fit replicate GFP

traces for each strain with a decaying exponential function to determine the effective damping

coefficient for each strain. Strain D1 had a smaller damping coefficient than the original strain,

indicating the strain D1 was closer to displaying sustained oscillations in this device. In order

to further study the behavior of strain D1 and compare it to the original P2N1-Tet strain, we

grew strain D1 in the single-strain microfluidic device used to initially characterize the original
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P2N1-Tet strain.

When strain D1 was grown in the microfluidic chip with variable trap sizes, we found that

it exhibited regular oscillations over long time periods in multiple trap sizes (Figure 2.6C, Figure

2.9A, and Supplemental Video 3). Specifically, strain D1 was able to oscillate in larger trap sizes,

had a larger amplitude, and oscillated in a much larger percentage of cell traps than the original

P2N1-Tet strain (Figure 2.6C, D and Figure 2.9A, B). Moreover, we found that strain D1 had

less variability in oscillatory period compared to the original strain, as shown in the peak-peak

interval histogram of Figure 2.6E.

Additionally, we found that the characteristics of the oscillations for the D1 strain were

unaffected by aTc concentrations ranging from 0 to 50 ng/mL, with no clear impact on period

or amplitude (Figure 2.9B and D). While this apparent insensitivity to aTc could be a result

of aTc degradation during the experiment due to the molecule’s photosensitivity, our previous

experiment with the P2N2 design suggests that aTc is stable for at least 20 hours in the microfluidic

experiments, as we saw stable aTc-mediated TetR-GFP expression differences maintained for

more than a day in that experiment (Figure 2.8D). Modeling results suggested that aTc would

increase the DC offset of oscillations as well as extend the period of the P2N1-Tet design (Figure

2.9E). Thus, it is likely that the lack of aTc impact we saw was a result of the concentrations

being too low compared to the very strong TetR expression. For instance, aTc concentrations of

100ng/mL are often used for full induction of TetR-repressible promoters in E. coli Mg1655 Z1, a

strain with constitutive genomic production of TetR [84]. It is likely that the TetR-expression level

is much higher in the P2N1-Tet circuit due to the LuxI-mediated positive feedback, relatively high

plasmid copy number, and lack of negative autoregulation to prevent TetR levels from increasingly

rapidly before AHL production is shut off. Lastly, the period of the D1 oscillator was also able to

be tuned by varying the flow rate, with reduced flow rate leading to more frequent oscillations

(Figure 2.9C).

While our experimental data strongly suggest that the RBS in the D1 oscillator strain
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Figure 2.6: Optimizing a synchronized genetic oscillator via directed mutagenesis and screening.
(A)A library of potential oscillator strains was created by randomizing the RBS in front of the
tetR-gfp gene by SDM. All of the strains were screened for differences in TetR-GFP expression
in batch culture in the presence of 0 or 100ng/mL aTc. The eight highlighted strains were
selected for additional characterization and testing in the multi-strain microfluidic platform. (B)
Representative TetR-GFP time traces for a subset of strains screened in the multi-strain platform.
Damping coefficients, b, were calculated for the original strain and strain D1 by fitting the GFP
time traces with decaying exponential functions. The reported coefficient values represent the
mean value for 4 replicate cell traps and 12 replicate cell traps for the original and D1 strains
respectively. Standard deviations for mean coefficient values were 0.0053 and 0.011 for the
original and D1 strains respectively. (C) Heatmaps showing oscillatory dynamics for the original
implementation of the synchronized oscillator (top) and oscillator library strain D1 (bottom)
in cell traps of different sizes with 50ng/mL aTc. Color scale is linear and represents mean
trap GFP signal (AU).(D) Comparison of the number of cell traps that exhibited oscillations for
both strains. For each cell trap size, 16 unique cell traps were analyzed. Oscillatory behavior
was defined as a given cell trap population showing 3 or more peaks in mean GFP fluorescence
during a 50 hour time window. (E) Peak-peak interval histogram comparing the dynamics of the
original strain to strain D1 in cell traps with with area of 0.81E-2 mm2. Counts represent the
number of peak-peak pairs observed across 16 cell traps for each strain.
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led to stronger TetR-GFP expression levels than in the original P2N1 oscillator strain, we again

looked translation rates predicted by the RBS calculator. We found that the RBS calculator results

did not correlate well with our experimental results, with the calculator predicting a translation

rate of 9438 for the original RBS and 1658 for the D1 RBS. As we did for the RBS sequences

from the lysis circuit library, we cloned these RBS sequences in front of a constitutive promoter

on a low copy plasmid driving sfGFP expression. In this circuit, the D1 RBS had about 4-fold

more GFP expression than the original P2N1 RBS. In this context, the RBS calculator again

predicted stronger expression for the original RBS (translation rate of 6614) compared to the D1

RBS (3728) in direct contrast to the experimental results (Figure 2.10B). Together, these results

further highlight the utility of screening genetic circuit variants for desired behavior even when

rational design tools exist.

2.4 Discussion

Tuning genetic circuits by screening variant libraries for desired phenotypes has long been

fundamental to synthetic biology design. However, the mass-screening of dynamic phenotypes

has remained a persistent challenge and our ability to generate genotypic diversity far exceeds

our ability to screen complex phenotypes [63]. Despite limited means for dynamic phenotype

screening, canonical gene circuit motifs, including oscillators, logic gates, and feedback con-

trollers have been increasingly deployed in time-dependent applications spanning metabolic

engineering to therapeutic delivery [13, 85–88]. Multiplexed microfluidics, such as ours, can aid

in the development of circuits like these, for both academic research and as synthetic biology

exits the lab and enters the real world.

For bacteria, it is well-documented that the growth-state of a growing culture has a

significant impact on gene expression [89–91]. Thus, to reliably characterize and evaluate

complex circuit dynamics, the cellular growth environment should be as constant as possible. In
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this article, we further demonstrate the importance of continuous culture screening, specifically

in the context of dynamic gene circuits like oscillators. In screening the SLC library, we saw that

the presence of a lysis event in the batch culture screen generally correlated with a propensity for

robust oscillations in continuous culture, but continuous culture was necessary to confirm and

detect sustained oscillations for any library members. On the other hand, batch screening of the

TetR-GFP synchronized oscillator provided little evidence regarding which strains were more

likely to oscillate in microfluidic culture but did facilitate the selection of strains with varying

TetR expression for further testing in microfluidics. One likely reason why oscillations were not

seen in batch culture for the TetR synchronized oscillator is that the oscillatory period of the

circuit that was seen in microfluidics (around 10 hours) is considerably longer than the time the

cellular population remained in exponential phase (around 3-4 hours) during batch culture. While

our results show that batch culture can offer some insight into the design of oscillator circuits, in

this context, batch culture is most useful as a means to cull non-interesting variation in dynamic

gene circuit libraries. Ultimately, the microfluidic approach is necessary for fully characterizing

dynamic phenotypes.

Microfluidic culturing systems have served as useful tools for approximating complex real

world environments in the past, simulating environments spanning soil to human organs [92, 93].

While not a perfect recreation of these complex environments, tuning environmental and time-

dependent parameters with microfluidics serves an important role in prototyping and scaling up

gene circuits. This work shows how environment, specifically population size, can significantly

impact the circuit dynamics, with the TetR synchronized oscillator behaving differently when

grown in different cell trap geometries. Understanding how circuit dynamics change, or are

resistant to change, as trap size varies can be critical to predicting how a circuit might behave

when deployed in a real world, non-microfluidic environment.

One challenge in engineering population-level behaviors is that they are resistant to

screening with sufficiently high throughput to interrogate the large libraries typically needed
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for directed evolution where complex sequences such as those encoding proteins are targeted to

improve strain performance. While some of the novel, pooled-library approaches for screening

complex phenotypes described earlier achieve orders of magnitude greater throughput than what

we present here, there is no clear path forward to adapting those approaches to situations where

desired phenotypes for a given strain are only seen in large population sizes or when the strain is

spatially isolated from all other library members. Thus, in the future, we could envision workflows

where key single-cell indicator phenotypes that are suggestive of population-level phenotypes are

first screened for using high-throughput pooled library techniques and then a subset of interesting

variants is screened at the population-level using an arrayed, continuous culture platform like the

one we present here. In the future, the throughput of our device could potentially be increased to

accommodate on the order of 1000 unique strains as indicated by our groups previous work on

using large bacterial libraries for biosensing [19].

2.5 Supplemental Figures
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Figure 2.7: Modeling the effects of exogenous AHL and lysis Gene RBS strength on SLC
oscillatory dynamics (Supplementary data related to Figures 2.3 and 2.4) (A) Modeling results
showing effect of exogeneous AHL on SLC dynamics. I) Cell density vs. time for different
media AHL concentrations. II) Cellular AHL concentration vs. time for different exogeneous
AHL concentrations. III) Oscillatory period as a function of the exogeneous AHL concentration.
(B) Representative data used to create lysis dose response curves shown in Figure 3C and 3D. I)
Lysis magnitude was calculated as the change in culture optical density (OD) during a lysis phase
(L) divided by the change in OD during a growth phase (G). Light red vertical bar represents
time point when 2uL of a 100X AHL stock was spiked into each culture well to achieve the
desired AHL concentration. II) Representative growth and lysis curves used to construct the
dose-response curves shown in Figure 3 for the pSpSLC10 strain RBS. III) Representative
growth and lysis curves used to construct the dose-response curves shown in Figure 3 for the
pSpSLC0 strain RBS. (C) Modeling the effect of lysis strength on GFP expresion in the SLC. I)
Normalized peak amplitude of cell density, cellular AHL, and cellular GFP for varying values
of the model parameter D, the max death rate due to lysis. II) Peak GFP intensity as a function
of D for varying threshold AHL values needed to trigger GFP expression, GFPT h.
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Figure 2.8: Analysis of P2N2-Tet Oscillator Circuit Design (Supplementary data related to
Figure 1.5) (A) Heatmap showing representative mean GFP time traces for the original im-
plementation of the P2N2-Tet oscillator design grown in a microfluidic device with variable
trap sizes and aTc concentrations. Cell trap sizes ranged from 1.0∗10−2mm2 (Large Trap) to
0.16∗10−2mm2 (Small Trap). Color scale is linear and represents mean trap GFP signal (AU).
(B) Modeling results for the P2N1-Tet circuit design with varying TetR expression levels (TMax)
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m. I) τ = 1,m = 2 II) τ = 1,m = 4 III) τ = 2,m = 2 IV) τ = 2,m = 4. (C) Mean steady-state
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Modeling results showing the impact of aTc on P2N1-Tet circuit dynamics. aTc concentrations
are in arbitrary units.
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Full single strain microfluidic data set for the P2N1-Tet synchronized oscillator library strain
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Color scale is linear and represents mean trap GFP signal (AU). (C)The D1 P2N1-Tet strain
oscillates with different frequencies based on trap size and flow rate. I, II) Representative time
traces of oscillator GFP dynamics in two different cell trap sizes. Light red vertical bars indicate
time point where the hydrostatic pressure driving flow was reduced from 10 to 6 inches of H2O.
III) Boxplot showing changes in period of oscillations for three different trap sizes at high and
low flow rates corresponding to hydrostatic pressures of 10 and 6 inches of H2O respectively.
Box extends from first to third quartile of data and whiskers extend 1.5x the interquartile range.
(D)The oscillatory properties of the P2N1-Tet strain D1 are unaffected by aTc concentrations
up to 50ng/mL. I) Representative scatter plot showing mean peak-peak interval for different
aTc concentrations for strain D1. Data are for the second largest trap size (0.81 ∗ 10−2mm2)
under the low flow condition referred to in panel B (6 inches of H2O). For each concentration,
error bars represent standard deviation of all measured peak-peak pairs across two replicate cell
traps. II)Representative scatter plot showing mean peak-trough GFP difference for varying aTc
concentrations for strain D1. Data are for the second largest trap size (0.81∗10−2mm2) under
the low flow condition referred to in panel B (6 inches of H2O). For each concentration, error
bars represent standard deviation of all measured peak-trough pairs across two replicate cell
traps. (E)Modeling results showing the predicted impact of aTc on P2N1-Tet circuit dynamics.
aTc concentrations are in arbitrary units.
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2.6 Materials and Methods

2.6.1 Cloning and library creation for SLC strains

The original version of the single-plasmid synchronized lysis circuit (pSpSLC 0) was

created by Gibson Assembly using PCR-amplified DNA sequences obtained from previously-

existing lysis circuit plasmids developed in our lab. The plasmid sequence was confirmed with

Sanger sequencing (Eton Bioscience, San Diego, CA). To generate a mutant library of the pSpSLC

oscillator plasmid, 5 base pairs in the Shine-Dalgarno sequence of the ribosome binding site

(located 7 to 12 base pairs upstream of the start codon of the lysis protein, E) were randomized by

site directed mutagenesis. The original sequence at this position was: GAGAA. First, the entire

plasmid was PCR amplified with the following degenerate primers where N indicates any base: 5’

CATTAAAGAGNNNNNAGGTACCATGATGGTAC 3’ and 5’ AATTCTCTCTATCACTGATAG

3’. The PCR reaction mix was incubated with DPNI at 37C for 30 minutes to digest template

plasmid and then the 4.7 kb PCR product was run on an agarose gel and extracted using a

QIAquick Gel Extraction Kit (QIAGEN). 1µL of the gel extracted PCR product was mixed with

0.5µL T4 ligase buffer, 0.5µL T4 PNK, and 3µL of DNase-free water and incubated at 37C. Next,

0.5µL T4 ligase buffer, 0.5µL T4 DNA ligase, and 4µL were added to the reaction mixture and

the mixture was incubated at room temperature overnight. The following day, 50µL of chemically

competent MG1655 E. coli cells were transformed with 3µL of the reaction mix and plated on

an LB agar plate containing 0.2% glucose and spectinomycin. 24 colonies from the agar plate

were randomly selected for mutant screening and grown up for 16 hours in LB media with 0.2%

glucose and spectinomycin prior to use in experiments.

Cloning and library creation for TetR synchronized oscillator strains

Plasmids pTetSO1, pTetSO2, and pTetSO3 were created by Gibson Assembly using

PCR-amplified DNA sequences obtained from previously-existing plasmids created in our lab.
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Plasmid sequences were confirmed with Sanger sequencing (Eton Bioscience, San Diego, CA).

To generate a mutant library of the two plasmid P2N1-Tet synchronized oscillator design, the RBS

preceding TetR-GFP on the plasmid pTetSO2 was randomized to RBS sequences derived from

an RBS library created by Professor Christopher Anderson [83]. Specifically, the entire plasmid

was PCR amplified using Q5 DNA Polymerase with the following degenerate primers where N

indicates any base: 5’ NNGANNNACTAGATGTCTAGATTAGATAAAAGTAAAG 3’ and 5’

NTCTTTCTCTAGAATTCGACTATAACAAACCATTTTC3’. Degenerate primers were ordered

from Integrated DNA Technologies (IDT). A blunt-end ligation was performed to re-circularize

the plasmid before co-transformation with plasmid pTetSO1 into MG1655 E. coli competent cells.

The transformation was plated on LB agar containing chloramphenicol and spectinomycin and 48

colonies from the agar plate were randomly selected for mutant screening.

2.6.2 Microfluidic device development and fabrication

Our group has previously described the microfabrication techniques used to pattern SU-8

photoresist onto a silicon wafer to create the mold for our device [94]. A poly-dimethylsiloxane

(PDMS) device was made from the wafer by mixing 77 grams of Sylgard 184 and pouring it

on the wafer centered on a level 5”x5” glass plate surrounded with an aluminum foil seal. The

degassed wafer and PDMS was cured on a flat surface for one hour at 95◦C.

2.6.3 Multi-strain Microfluidic experimental protocol

For multi-strain microfluidic experiments, cells were grown overnight on LB+antibiotic

media. Lysis oscillator strains were grown on LB supplemented with 0.2% glucose to suppress

expression of the pLux promoter driving lysis. 45 µL of each cultured strain were transferred

to its own well in a 384 Echo compatible plate for direct transfer onto microfluidic devices. A

PDMS device cleaned with 70% Ethanol and adhesive tape was aligned to a custom fixture
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compatible with the Labcyte Echo. Both the fixture and a clean 4”x3” glass slide sonicated with

2% Helmanex III were exposed to oxygen plasma. 2.5 nL of each strain were deposited from

the 384 Echo compatible plate directly onto each PDMS device. The device and glass slide were

bonded together and cured at 37◦C for two hours. Before setting up a microfluidic experiment,

the device was placed in a vacuum for a minimum of 20 minutes. The device was then mounted

onto the custom optical enclosure. The inlet port was connected to a 50 mL syringe and tygon

tubing with LB media with antibiotic (spectinomycin for SLC oscillator strains, chloramphenicol

and spectinomycin for tetR-GFP synchronized oscillator strains), and 0.075% Tween-20. The

waste port was connected to tygon tubing and a 1L waste bottle. The height difference between

the inlet and outlet was 20” corresponding to a flow rate of approximately 1 mL/hr. Tween-20

was used in the media as a surfactant to reduce clogging and therefore increase the longevity of

microfluidic experiments. Tween-20 has been used by our group in many experiments without an

adverse effect on E. coli [25, 94].Microfludic experiments were performed on a custom optical

enclosure or on a Nikon TE2000-U epifluorescent inverted microscope (Nikon Instruments Inc.,

Tokyo, Japan). Cells were grown on the device on LB media with the appropriate antibiotics, and

0.075% Tween-20 until traps were filled to confluence. Extracted fluorescence time series were

normalized to remove device background fluorescence and strain background fluorescence.

2.6.4 AHL induction protocol in SLC microfluidic experiments

For AHL inductions, LB with the predetermined AHL concentration was mixed and

pipetted into the source media syringe. For periods where the same AHL concentration was left

on the device for over 24 hours, the media was pipetted out of the syringe and replaced every 12

hours.
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2.6.5 Live-cell imaging and data extraction for SLC library experiments

Microfluidic devices were imaged in a custom optical enclosure continuously every ten

minutes in both the transmitted light and GFP fluorescence channels with a 1 second and 60

second exposure respectively. The custom optical enclosure uses an SBIG STX-16803 CCD

Camera with a custom lens stack assembly containing the Semrock FF01-466/40-32-D-EB and

FF02-520/28-50-D-EB excitation and emission filters, respectively. The enclosure has green and

blue LED spotlight sources obtained from ProPhotonix for transmitted light and fluorescence

light sources, respectively. The optical resolution of the enclosure is 36 µm. The enclosure was

temperature controlled to 37◦C.

Images were synced from the enclosure to a server via WiFi for further data processing.

Custom software produced flat-field-corrected images in both channels in real-time to remove

optical vignetting using the following equation:

C = m∗ R−D
F ′−D′

(2.1)

where R is the raw image to be flat-field corrected, D is the dark-current image for that device,

taken at the same exposure settings as R, F ′ is a raw image taken by the camera with no device

present, D′ is the dark-current image taken at same exposure as F ′, m is the mean value for all

values in the array (F ′−D′), and C is the resulting corrected image.

Flat-field corrected images were then processed in ImageJ, where a custom ”Region Of

Interest” or ROI manager was used to extract fluorescence, transmitted light, and background

values.

Data was initially processed by subtracting the local background signal, in order to

eliminate any local or regional fluctuations that are of an additive (or, analogously, subtractive)

nature. The result of this background correction was to produce a vector ~xt representing the

background-corrected fluorescent signals of all cell traps at time t:
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x(t, si) = xtrap
(t, si)
− xbackground

(t, si)
(2.2)

where t refers to the current time point, si refers to the strain in cell trap i, xtrap(t, si) is the

flat-field corrected fluorescent signal from the trap of position i at time t, and xbackground
(t, si)

refers to

the flat-field corrected local background fluorescent signal at position i at time t.

Once extracted, period and peak analysis was performed on fluorescence traces using the

find peaks function in the scipy signal processing toolbox, filtering for peaks with a minimum

prominence of 10 (arbitrary fluorescence units).

Single strain microfluidic device loading and bonding

For the single-strain microfluidic experiments, a previously-developed PDMS device with

variable cell trap sizes and a concentration gradient generator was used [17]. Prior to cell loading,

the device was placed in a vacuum chamber for 30 minutes. During this period, 1mL of an

overnight culture of the engineered strain was spun down and concentrated in 10µL of LB media

with 0.075% tween. Immediately following removal from the chamber, the cell suspension was

pipetted to cover the outlet of the device and sterile LB media + 0.075% tween was pippetted

to cover the two inlet ports. After media and cells were pulled into the microfluidic chip by the

vacuum and the cell traps had filled with cells, two inlet syringes with fluidic tubing attached were

connected to the inlet ports of the device. Similarly an outlet syringe with tubing was connected

to the outlet port of the device. All of the cell traps had the same width (100µm) and height

(1.2µm) and ranged in length from 40 to 100µm. Media flow was maintained across the device by

maintaing the source syringes 5-10 inches above the outlet syringe fluid height. For experiments

using anhydrotetracycline (aTc), one inlet syringe was prepared with a concentration of 50ng/mL

aTc in LB while the other syringe was prepared with 0ng/mL aTc leading to a gradient of 8

different aTc concentrations across the device.
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2.6.6 Generation of lysis dose-response curves

To generate the lysis dose-response curves shown in Figure 3, 200µL cultures of the

strains containing the plasmid pAHL Lyse were started by seeding cells from a saturated culture

at a 1:100 ratio in LB media. The cultures were grown at 37C and optical density was monitored

every five minutes using a TECAN microplate reader with orbital shaking. Once the cultures

reached early exponential phase (OD 0.2-0.3), the well plate was quickly removed them the

microplate reader and each culture well was spiked with 2µL of a 100X AHL stock to achieve the

desired final concentration. The well plate was then re-inserted into the microplate reader and the

cultures were grown for 12 hours.

To calculate a lysis magnitude value from each condition, the growth curve for that

condition was examined for an inflection point where the derivative of the culture OD with respect

to time changed from positive to negative. Then, lysis magnitude was calculated as L/G, where G

is the positive change in OD from the initial time point to the inflection point and L is the negative

change in OD from the inflection point to the time point at which OD was lowest following the

inflection point (SI Fig. 2B). A dose response curve was generated with the lysis magnitude vs.

AHL concentration data by fitting the data to the Hill Equation.

2.6.7 Calculation of damping coefficients

To calculate the damping coefficients (b) presented in Figure 5b for the original P2N1-Tet

strain and strain D1 in the multistrain microfluidic device, the following equation was fit to the

mean GFP intensity for a given cell trap using the curve fit function in the SciPy python library:

GFP(t) = Ae(−b∗t).
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2.6.8 Peak detection for comparison of P2N1-Tet strains

To compare the percentage of traps with oscillations between the original P2N1-Tet strain

and strain D1 (Figure 4D), 50 hours of single strain microfluidic data for both strains was analyzed

for peaks using the find peaks function in the SciPy python library. To account for the differences

in amplitude between the two oscillators, the height threshold in the peak finding script was

changed for analysis of the two strains.

2.6.9 Data analysis of multi-strain microfluidic transmitted-light image

stacks

To calculate the normalized cell density vs. time plots shown in Figure 3 using 10x

transmitted light (TL) microscope images, the following protocol was used. First, the mean

TL pixel value for each trap (T Ltrap) was extracted in ImageJ along with a the mean pixel

value for a selection of equal size on a part of the chip containing no cells (T LBG). To obtain

an approximate cell density from these two measurements, the following formula was used:

CellDensity = Log(1+ T LBG
T Ltrap

). Lastly, for each trap the approximate cell density was normalized

as: NormalizedCD = CD−min(CD)
max(CD)−min(CD)

2.6.10 Analysis of single strain microfluidic data

To analyze the 10x image stacks obtained from time-lapse microscopy experiments with

the TetR-GFP synchronized oscillator strains, the mean GFP pixel intensity from each image was

extracted using imageJ for each trap size and inducer concentration. The data shown in SI Fig.

4A and 4B represent the mean, background-subtracted GFP data for two separate microfluidic

experiments. To calculate the average oscillatory period for the D1 oscillator for different

conditions (SI Fig. 4C), cell traps were chosen that had at least two distinct peaks in mean GFP

expression for each flow rate and trap size combination. The period for each cell trap that was
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included in the data analysis was calculated as the mean time elapsed between each peak divided

by the number of GFP peaks. The bar plot in SI Fig. 4C was created by taking the mean period

for each flow rate and trap combination and the error bars represent the standard deviation among

analyzed cell traps.

2.6.11 Theoretical RBS translation rate prediction with RBS Calculator

2.0

To estimate the relative translation initiation rates for specific RBS sequences from the

different mutant libraries (SI Fig. 5A and B), Version 2.1 of the RBS calculator developed by

Salis et al. was used (https://salislab.net/software/predict rbs calculator) [73]. Specifically, the

full mRNA sequence (including the 5’ non-coding region and the downstream coding sequence)

were input into the RBS Calculator’s prediction function. The values reported in the results and

shown in the bar charts of SI Fig. 5A and B represent the predicted translation initiation rate (AU)

for the start codon of the relevant gene.

2.6.12 Experimental characterization of selected RBS sequences in consti-

tutive GFP expressing circuit

To experimentally determine the relative expression strength for specific RBS sequences

from the different mutant libraries (SI Fig. 5A and B), these RBS sequences were cloned in front

of a GFP gene driven by a constitutively active promoter. After verifying the resultant strains by

sequencing, each strain was grown in LB media in a 96-well plate and GFP was monitored over

time using a TECAN microplate reader. The values shown in the bar chart of SI Fig. 5A and B

represent the mean GFP/OD value (n=5)for each strain when the strain was in an exponential

growth phase at an OD of 0.4.
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2.6.13 Deterministic modeling of Synchronized Lysis Circuit dynamics

For all modeling of the SLC, we used a modified version of a previously-published deter-

ministic model of SLC dynamics [71].This simple model consists of two differential equations,

one that describes the production and dilution of the quorum sensing molecule AHL (Equation

2.3) and one that describes cell growth and lysis-induced cell death (Equation 2.4). We added an

additional ODE to this model to directly account for AHL-induced GFP production (Equation 2.5).

To model the effect of exogeneous AHL on circuit dynamics (SI Fig. 2A), we modified equation

2.3 so that the value of AHL at any given time-point (AHL(t)) was not allowed to decrease below

some set point AHLmin. We did not explicitly include a delay term in the SLC model that accounts

for delays in transcription and translation of LuxI relative to the rapid binding of the AHL-LuxR

complex to the pLux promoter. This choice was made because the cellular growth and lysis

dynamics accounted for by the model occur on a much slower time scale than delays in gene

expression making inclusion of a delay term in the hill function for LuxR-AHL binding unneces-

sary to predict circuit dynamics. All model results were obtained in MATLAB using the ode45

function. The following parameters were used in the SLC model simulations except where noted:

K = 2,Dlysis = 5,A0 = 0.4,Amax = 8,AHLth = 1,m = 4,Adeg = 1,Gmax = 8,Gdeg = 1,GFPth = 3

dAHL
dt

= (A0 +AmaxFA(AHL))n(t)−AdegAHL(t) (2.3)

dn
dt

= Kn(t)−FA(AHL)Dlysisn(t) (2.4)

dGFP
dt

= GmaxFG(AHL)−GdegGFP(t) (2.5)

FA(AHL) =
AHL(t)m

AHLm
th +AHL(t)m (2.6)
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FG(AHL) =
AHL(t)m

GFPm
th +AHL(t)m (2.7)

2.6.14 Deterministic modeling of tetR-GFP Synchronized Oscillator dy-

namics

To model the behavior of the P2N1-Tet synchronized oscillator design, we used a delayed,

ordinary differential equation model loosely based off a previous model of a similar synchro-

nized oscillator [78]. The model consists of two main equations describing the production and

degradation of AHL (Equation 2.8) and TetR (Equation 2.9). Equation 2.8 takes into account that

both the basal and maximal production rates of AHL are affected by TetR repression while basal

AHL production leads to additional AHL production in an auto-catalytic positive feedback loop.

Equation 2.9 takes into account that TetR expression is only impacted by AHL in the P2N1 design.

To model the P2N2 design of the circuit, we replaced equation 2.9 with equation 2.10 to account

for TetR negative autoregulation. In the model, the degradation terms for both AHL and TetR

represent that both proteins are actively degraded by the same protease (ClpXP) via Michaelis-

Menten kinetics. To account for delays in the transcription, translation, and production of AHL

and TetR relative to their rapid binding to transcription factors or operator sites, we include a delay

term (τ) in the hill functions for AHL and TetR (Equations 2.12 and 2.13). For modeling results

looking at the impact of aTc (SI Fig. 3D and 4E), we added a differential equation describing the

binding of aTc to TetR (Equation 2.11). Since, aTc effectively prevents TetR from binding and

repressing the pLuxTet promoter, we accounted for the effect of aTc in the hill function for TetR

binding (Equation 2.12). All model results were obtained in MATLAB using the delayed differ-

ential equation solver, solveDDE. The following parameters were used in all of the synchronized

oscillator model simulations except where noted: A0 = 5,T0 = 2,AMax = 30,TMax = 5,AHLth =

1, tetRth = 1,m = 2,n = 4,Adeg = 1,Tdeg = 1, fdeg = 0.1,τ = 1,aT c = 0,Kc = 1000,Kd = 1
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dAHL
dt

= A0F(tetR)+AmaxF(AHL)F(tetR)− AdegAHL(t)
1+ fdeg(AHL(t)+ tetR(t))

(2.8)

dtetR
dt

= T0 +TmaxF(AHL)− TdegAHL(t)
1+ fdeg(AHL(t)+ tetR(t))

(2.9)

dtetR
dt

= T0F(tetR)+TmaxF(AHL)F(tetR)− TdegAHL(t)
1+ fdeg(AHL(t)+ tetR(t))

(2.10)

dtetRaT c
dt

= Kc[aT c]2(tetR(t)− tetRaT c(t))−KdtetRaT c(t) (2.11)

F(tetR) =
1

1+( tetR(t−τ)−tetRaT c(t−τ)
tetRth

)m
(2.12)

F(AHL) =
AHL(t− τ)n

AHLn
th +AHL(t− τ)n (2.13)

2.7 Supplementary Videos

2.7.1 Supplementary Video 2.1 (related to Figure 2.4)

Representative time-lapse microscopy images for SLC strain pSpSLC0 grown in the

multi-strain microfluidic device.
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2.7.2 Supplementary Video 2.2 (related to Figure 2.4)

Representative time-lapse microscopy images for SLC strain pSpSLC10 grown in the

multi-strain microfluidic device.

2.7.3 Supplementary Video 2.3 (related to Figure 2.6)

Representative time-lapse microscopy images for TetR oscillator strain D1 grown in the

single strain microfluidic device with variable trap dimensions.
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Chapter 3

Screening of therapeutic libraries for

cancer cell toxicity using synchronized cell

lysis and developing regulation to increase

lysis circuit stability

3.1 Abstract

Bacterial-based approaches for cancer therapy are blossoming due to the discovery of

tumor-associated microbiota in virtually every type of cancer [70, 95]. Many of these microbes

are easy to engineer, making them excellent delivery vehicles for genetically encoded therapy.

A landmark study from 2016 demonstrated that synchronized, bacterial cell lysis could be used

as a mechanism to release genetically encoded cargo that killed cancer cells [13]. Releasing

therapeutic molecules by cell lysis is desirable because it is applicable to a wide range of molecule

types without the need to engineer specific secretion mechanisms [96]. Thus, there is a significant

opportunity to use lysis triggered release of cancer therapeutics to screen libraries of different
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candidate genes for their ability to inhibit cancer growth. Here we develop a work flow for

constructing bacterial therapy libraries and screening them against cancer cells in a 3D co-culture

model. We find multiple candidates for future study in animal models. Additionally, we develop

circuitry to improve the stability of genetic circuits that rely on cell lysis for therapy release.

3.2 Introduction

As described in the introduction in chapter 1, engineered cell lysis enables therapeutic

payloads from different molecular classes to be released from bacteria. While this is advantageous

for in vivo applications, it also makes lysis-based release an ideal in vitro screening platform

for many therapies. By simply inserting different therapeutic gene coding sequences into the

lysis circuit plasmids, any therapeutic peptide can presumably be produced and released into

the surroundings. Since, initial screening is done with E. coli which can be challenging to get

to secrete proteins [97], lysis-based release can dramatically speed up the screening pipeline.

It is important to note that many proteins derived from higher eukaryotes undergo extensive

post-translational processing that may prevent their proper assembly when expressed in bacteria.

Recently, a bacteria-in-spheroid co-culture model (BSCC) was developed for screening

bacterial-based cancer therapies [98]. In the BSCC model, bacteria are co-cultured with a nascent

tumor-spheroid and the bacteria colonize the inside of the spheroid. After bacteria colonization,

culture media containing a poorly diffusible antibiotic is added to the co-culture to prevent the

rapid overgrowth of bacteria outside of the spheroid. After bacterial colonization and addition of

antibiotics, the spheroid can be imaged continuously to track spheroid and bacteria growth as

well as coarsely-tracking gene circuit dynamics via fluorescent reporters. Using this platform,

Harimoto et al. were able to visualize the oscillatory dynamics of the SLC in tumor spheroids and

screen multiple unique bacterial-produced therapeutics for their ability to inhibit spheroid growth.

While this system was a significant advance in speeding up screening of lysis circuit therapies, it
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has some challenges limiting its throughput. For instance, assessing therapeutic efficacy solely by

looking at changes in spheroid size can be time intensive and may sometimes unreliably report

cancer cell death without performing further biochemical assays.

Recently, in the cancer therapy field, focus has been placed on culturing mammalian cells

in 3D environments with a relevant extracellular matrix where the cells behave differently than

they do in 2D monolayers on culture plates [99]. Many research groups are working on tumor-on-

a-chip platforms that seek to better mimic the in vivo behavior of cancer cells and key features

of the tumor microenvironment. These platforms range in complexity and throughput and focus

on re-creating hallmarks of tumor progression such as hypoxia, angiogenesis, and metastasis,

and often include multiple cell types associated with the tumor microenviornment [100]. In this

chapter, we utilize 3D-cancer cell culture in a fibrin matrix to improve the physiological relevance

of the therapy screening results we obtain.

3.3 Results

3.3.1 Construction of Therapy Library

We sought to make a library of lysis circuit strains that expressed different therapy genes

under the pLux promoter that also drives LuxI and the lysis gene, E. To do this, we first identified

candidate toxin genes in the literature that were likely to kill cancer cells. We identified the

following classes of proteins and peptides for therapeutic candidates: pore forming toxins (PFTs)

from bacteria, bacteriocins (some of which have been shown to have anti-cancer properties),

protein synthesis inhibitors from plants, pro-apoptotic peptides, enzymes, antibiotics, and other

tumor growth inhibitors, some of which are derived from animals. Table 3.1 summarizes the

different toxins we identified and includes literature sources describing the mechanism of action

for the different toxins.

After identification of candidate therapy genes, we optimized their codons for expression
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Table 3.1: Therapeutic genes with their origin, function, and citation

Therapeutic Gene Origin Function Citation

Pyocin S2 (Psy2) Bacterial (P. aeruginosa) Bacteriocin [101]
Alpha hemolysin (Hly) Bacterial (S. aureus) Pore-forming toxin [102]

Diptheria toxin (dt) Bacterial (Corynebacterium diphtheriae) Inhibits protein synthesis [103]
p28 Bacterial (P. aeruginosa) Impedes degradation of tumor suppressor gene p53 [104]

Hemolysin (hlyA) Bacterial (V. Cholerae) Pore-forming toxin [105]
Exotoxin A (ExoA) Bacterial (P. aeruginosa) Induces apoptosis [106]

Protective antigen and lethal factor (PA+LF) Bacterial (B. anthracis) Inhibits MAPK kinases [107]
Colicin E1 (colE1) Bacterial (E. coli) Bacteriocin [108]
Chlorotoxin (cltx) Animal (Leiurus quinquestriatus) Neurotoxin, prevents proliferation in glioma [109]

Gelonin (gel) Plant (Gelonium multiflorum) Inhibits protein synthesis [110]
Hemolysin E (HlyE* + control) Bacterial (E. coli) Pore-forming toxin [111]

Teretoxin (Tv1) Animal (Terebra variegata) Neurotoxin [112]
Gomesin Animal (Acanthoscurria gomesiana) Inhibits proliferation [113]

Pardaxin P5 Animal (P. marmoratus) Inhibits proliferation [114]
Melittin Animal (Apis mellifera) Bee venom [115]

Pardaxin-1 Animal (P. pavoninus) Inhibits proliferation [116]
Hemolysin BL (Hbl) Bacterial (Bacillus cereus) Membrane lytic toxin [117]

Agkihpin Animal (Gloydius halys Pallas) Venom [118]
bioactive cationic peptide (BCP-A) Animal (Human) Interferes with cancer cell membrane [119]

FIMGPY Animal (Raja porosa) Induces apoptosis [120]
Colombistatin Animal (Bothrops colombiensis) Disintegrin [121]

BH3-interacting domain death agonist (BID) Animal (Human) Pro-apoptotic peptide [122]
non-haemolytic enterotoxin (Nhe) Bacterial (Bacillus cereus) Pore-forming toxin [123]

in E. coli and contracted the company GensScript to insert the desired therapy genes into one

of the lysis circuit plasmids. The original SLC system is a two-plasmid system where one

plasmid contains the activating components and a GFP reporter (pTD103LuxIsfGFP) and the

other contains the lysis component (pZA35X174E). The candidate genes were incorporated into

the lysis plasmid as in the original SLC study from 2016, and subsequently transformed into E.

coli strain MG1655 [13]. The library constructs are thus represented by the general two-plasmid

scheme shown below (Fig. 3.1).

3.3.2 Confirming lysis dynamics of different therapeutic strains

A batch-culture screen in 96-well plates for growth dynamics confirmed the lysis ability

of the constructed strains (Fig. 3.2). We used the original 2-plasmid SLC, which does not have

any added therapeutic proteins, as a control for this experiment. This strain was chosen as a

control because it was characterized in the 2016 paper, and is known to produce oscillatory lysis

dynamics over time. In Figure 3.2, growth curves for 6 representative library strains are shown
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Figure 3.1: SLC therapy library construction pipeline: First, the prospective therapeutic genes
are synthesized with the pLux promoter to produce the therapeutic expression cassette. Secondly,
this cassette is inserted into the lysis plasmid via AvrII restriction sites. These are generated on
the insert by overhangs on primers. Once the lysis/therapeutic plasmid is constructed, it can
then be transformed into the bacterial strains of choice, along with the activator plasmid.

that were tested on the plate reader, along with the original 2-plasmid SLC as a control. The plate

reader conditions tested were either media (LB) only or 100nM external AHL. External AHL

was added as an inducer in case production of the prospective therapeutic affected the growth or

metabolism of the strain such that circuit function is reduced. The LB media only cases were

performed with three technical replicates (N=3) and the AHL cases were performed with two

technical replicates (N=2).

We find that all of the transformed strains exhibit lysis behavior (Fig. 3.2b-g), similar

to the original 2-plasmid SLC (Fig. 3.2a). Interestingly, some strains had a quorum threshold

population level which was lower than the control, such as the strains containing Psy2, HlyA, and

Hly. When AHL was added to the media, the result was generally a decreased quorum threshold,

which was delayed in some cases (for HlyA and ExoA for example). We also measured the

minimum slope of the growth curve to see if there were differences in the intensity of synchronized

lysis between the different strains. We find that the control, DT, ExoA, and HlyA strains generally

possess similar minimum slopes, where as the rest of the strains were generally higher (Fig. 3.2h).

For these strains (Gel, Hly, and Psy2), it may be that the expressed therapeutic affects the bacterial

growth and/or metabolism, resulting in affected lysis dynamics.

While plate reader experiments are useful to provide information on the fundamental
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a.
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h.

Figure 3.2: Plate reader data showing the growth and lysis ability of the library strains. All of
these data were taken with the 2 plasmid SLC constructs. The strains included a control (a) with
no therapeutic gene, psy2 (b), hlyA (c), hly (d), gel (e), exoA (f), and DT (g). (h) We also show
the average minimum slope of these growth curves (error bars indicate standard deviation for
N=3).
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circuit characteristics of the SLC, growth and auto-activated lysis, continuous flow methods

are needed to explore the dynamical behaviors of the circuit. While these experiments are

considerably more time and labor intensive than the plate reader experiments, they provide

valuable information about the properties of oscillations possible with the different SLC strains.

We began by testing a small subset of the two-plasmid SLC library strains on the multi-strain

microfluidic device introduced in Chapter 2. We find that all four of the different two-plasmid

SLC constructs exhibit lysis oscillations: hlyE, hlyA, psy2, and DT (Figure 3.3). Interestingly, we

do see some variability in the period of these circuits. In general, the strains exhibited oscillations

where the period was generally longer in the beginning and then reached a more consistent value.

It appears that the dynamics of all the strains converge over time. Future studies could be done to

compare the values of these periods between strains in order to quantify any effects the expressed

therapeutic has on the circuit.

3.3.3 Establishing a 3D co-culture screening platform

Following creation of the lysis circuit therapy library and confirmation of lysis dynamics,

we wanted to screen the library of SLC bacteria for their potential to kill cancer cells. The

ideal co-culture system bridges simple in vitro studies and more complex in vivo studies using

murine cancer models and should recaptiulate key features of the tumor microenviornment while

remaining sufficiently high-throughput to efficiently screen many library strains.

We decided to culture cancer cells in a 3D extracellular matrix prior to co-culturing with

bacterial library strains and measuring cancer cell death. After identifying an appropriate hydrogel

component to create a 3D cancer cell culture, we implemented a screening platform to test the

library strains. In this implementation, we set-up the 3D cancer cell culture on 96-well plates

before adding the bacteria. We implemented this screening system by using simple readout for

cancer cell viability (intracellular ATP).

Given previous success in making viable 3D cancer cell cultures using a fibrin matrix [124],
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Figure 3.3: SLC library strain dynamics in a microfluidic device. (a) Images showing the
different stages of SLC behavior in microfluidic bacterial growth chambers. The base of these
chambers measure 70µm, and the height in the z-axis is 4µm. The GFP fluorescence from these
strains indicates quorum activation, and GFP peaks correspond to lysis peaks. Fluorescence
trajectories for hlyE (b), hlyA (c), psy2 (d), and DT (e) are shown.
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we used this approach to begin screening our library. We grew 3D cancer cultures embedded in

fibrin. Bacterial strains were then added to the co-culture (via suspension from liquid medium)

and then incubated at 37C. We then used the 3D CellTiter Glo assay [125] to measure intracellular

ATP levels as a proxy for cancer cell viability. A detailed protocol of this screening approach is

included in the Methods section.

3.3.4 Library screening results

We performed a library screen with the strains shown in Table 3.1. We reported cell

viability based on CellTiter glo assay results relative to a negative control strain containing the

lysis circuit, but expressing no therapeutic (Figure 3.4). For strains with the same effect on the

cancer cell culture as the SLC only strain, their relative viability should be 1 (i.e. no different

than the viability of the negative control). Anything below 1 indicates that this strain has greater

toxic effect on the cancer cell culture. Five SLC strains from the library were identified as having

a greater toxic effect on the cancer cells, the strains expressing ExoA, HlyA, Hly, PA+LF, and DT.

Further experiments were performed with a subset of these (ExoA, HlyA, Hly, and PA+LF) and

the results were successfully replicated(Figure 3.4c).

Interestingly, all of effective candidates were bacterial toxins. Both Hly and HlyA are pore-

forming toxins (PFTs), much like HlyE. ExoA and DT target components of protein synthesis,

while PA+LF targets mitogen activated protein kinase kinases (MAPK kinases). The pore-

forming toxins generally seem to have a greater effect on cancer cell viability, however, future

experiments are needed to confirm this. In addition, some of these library strains had effects on the

cancer cell culture that resulted in less toxicity against the cancer cells when compared with the

negative SLC control strain. This may be due to these strains generally being less robust because

of the extra protein production (either growth or metabolism may be affected). We believe that

this hypothesis may be supported by previous experiments that we performed, where we have

shown that therapeutic producing strains which had reduced growth rates and lysis thresholds
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were generally ineffective against tumors in vivo [13].

3.3.5 Development of a repressible synchronized lysis circuit for improved

growth stability in batch culture

A major goal of synthetic biology is to improve the stability of engineered genetic circuits

for real-world applications such as chemical production and living therapeutics. Some strategies

to improve the longevity of genetic circuits include: encoding burden-based feedback into genetic

circuits [32], splitting circuit functions between different members of a cellular consortia [126],

and creating “kill-switch” circuits that eliminate population members who have lost regular circuit

function [127]. The synchronized lysis circuit is especially prone to failure due to mutation in

larger culture sizes due to the intense selection pressure imposed by cycles of massive cell death.

To extend the lifetime of this circuit in E. coli, Liao et al. utilized a three-strain system with

rock-paper-scissor like interactions. In this system, when the SLC mutates or fails in one E. coli

strain it can be replaced by a different SLC-containing strain that expresses a colicin to kill off

the first strain [16]. While colicin-based strain cycling demonstrates a potential strategy to extend

the lifetime of the SLC during therapeutic applications, mass-production of lysis circuit strains

prior to use in an application requires a different strategy to avoid mutation.

In previous work with the SLC, unwanted lysis during strain cultivation was prevented by

adding glucose to the culture media. The native pLux quorum sensing promoter from V. fischeri

used in the SLC is activated in part by cyclic AMP (cAMP) via the cyclic AMP receptor protein

(CRP) [128]. Thus, high levels of glucose, which lead to decreased levels of cellular cAMP

decrease transcription from the pLux promoter. Despite this glucose-based catabolite repression

of the SLC, significant lysis often occurs during initial grow-up of SLC strains prior to use in an

experiment or application limiting the ability to efficiently cultivate large volumes of lysis circuit

bacteria.

To improve the ability to turn lysis gene expression off from the pLux promoter during
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a.

b.

c.

Prospec�ve therapeu�c geneTherapeu�c Class SLC system Vector backbone
cltx Animal toxin Two plasmid Low copy plasmid (p15a)
pys2 Bacterial toxin Two plasmid Low copy plasmid (p15a)
hly Bacterial toxin Two plasmid Low copy plasmid (p15a)
dt Bacterial toxin Two plasmid Low copy plasmid (p15a)
p28 Bacterial toxin Two plasmid Low copy plasmid (p15a)
hlyA Bacterial toxin Two plasmid Low copy plasmid (p15a)
exoA Bacterial toxin Two plasmid Low copy plasmid (p15a)
PA+LF Bacterial toxin Two plasmid Low copy plasmid (p15a)
colE1 Bacterial toxin Two plasmid Low copy plasmid (p15a)
gel Plant toxin Two plasmid Low copy plasmid (p15a)
Tv1 Animal toxin Two plasmid Low copy plasmid (p15a)
Gomesin Animal toxin Two plasmid Low copy plasmid (p15a)
Pardaxin P5 Apopto�c pep�de (Animal) Two plasmid Low copy plasmid (p15a)
Meli�n Animal toxin Two plasmid Low copy plasmid (p15a)
Pardaxin-1 Apopto�c pep�de (Animal) Two plasmid Low copy plasmid (p15a)
Hbl Bacterial toxin Two plasmid Low copy plasmid (p15a)
Agkihpin Animal toxin Two plasmid Low copy plasmid (p15a)
fraC Animal toxin Two plasmid Low copy plasmid (p15a)
BCP-A Apopto�c pep�de (Animal) Two plasmid Low copy plasmid (p15a)
FIMGPY Apopto�c pep�de (Animal) Two plasmid Low copy plasmid (p15a)
Colombista�n Animal toxin Two plasmid Low copy plasmid (p15a)
BID Apopto�c pep�de (Animal) Two plasmid Low copy plasmid (p15a)
Nhe Bacterial toxin Two plasmid Low copy plasmid (p15a)

Step 1: Screen efficacy of
strains in 96-well plates

Step 2: Solidified fibrin medium
embedded with cancer cells

Step 3: Spotting of unique
bacterial strains

Step 4: Assessment of cancer cell
viability via ATP measurements

a.

Figure 3.4: SLC therapy library co-culture screening results. (a) Overview of screening protocol
(b) 3D HeLa cell culture viability results with the library strains from a. Library strains showing
a greater effect on reducing cancer cell viability are circled in red. The dashed line represents the
same viability as would be expected with the negative control strain (SLC only). (c) A follow-up
experiment comparing the some of the candidates selected from b with the previously validated
toxin and positive control, HlyE. Error bars represent standard error with N=3-4.
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a. b. c.

Figure 3.5: Characterization of hybrid pLuxTet promoter.(A) Diagram of genetic circuit used to
test behavior of pLuxTet promoter. LuxR-AHL activates expression from the promoter while
TetR represses transcription. aTc can activate the promoter in the presence of AHL by relieving
repression from constitutive TetR repression. (B) Characterization of pLuxTet promoter output
for different AHL (0-1nM) and aTc (0-100ng/mL) concentrations. (N=1) (C) Characterization
of pLuxTet promoter for different AHL (1-10nM) and aTc (0-100ng/mL) concentrations. (N=1)

strain cultivation, we utilized a hybrid, repressible version of the pLux promoter. This promoter

variant features a copy of the TetO operator sequence immediately following the pLux promoter

allowing transcription to be turned off by expression of the tetracycline repressor protein (TetR).

First, we verified that the hybrid pLuxTet promoter was repressed by TetR and activated by

LuxR-AHL. To do this, we created one plasmid where the pLuxTet promoter drives expression of

LuxR and sfGFP and another plasmid where TetR expression is driven by the T7 phage promoter

and T7 RNA polymerase. Figure 3.5 demonstrates that the pLuxTet promoter is activated by

LuxR-AHL like the wild-type pLux promoter, but only when anhydrotetracycline (aTc) is present

which binds TetR and prevents TetR from repressing the promoter.

Next, we used the pLuxTet promoter to drive expression of LuxI, the lysis gene E and

GFP in the SLC. We found that the strength of lysis in this circuit was able to be controlled by

the addition of aTc and AHL, confirming that the TetR-repressible Lux promoter could be used

as a tool to prevent leaky expression of cell lysis (Fig. 3.6).

For stable batch culture growth of the SLC, we wanted to have the ability to control

repression of the lysis circuit with an exogeneous inducer. To accomplish this, we placed the

tetR gene under control of the arabinose-inducible pBAD promoter. In this system, the lysis

circuit should be repressed in the presence of arabinose and function normally in the absence of
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Figure 3.6: Characterization of a TetR-repressible lysis circuit in batch culture.(A) Representa-
tive growth curves for the circuit for different concentrations of aTc. (B) Representative GFP
fluorescence trajectories over time for different concentrations of aTc. Here, GFP fluorescence
represents the output from the pLuxTet promoter. (C) Bar chart showing the minimum slope of
the growth curve for different combinations of aTc and AHL added to the culture media. The
minimum slope of the growth curves is used as a measure of cellular lysis here. (N=3) (D) Bar
chart showing the maximum value of GFP/OD for different combination of aTc and AHL added
to the culture media. Here, GFP fluorescence represents the output from the pLuxTet promoter.
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arabinose. When grown in batch culture, arabinose was able to successfully eliminate cell lysis.

Specifically, an arabinose concentration of 0.05% was able to prevent lysis even when 10nM

AHL was added to the culture media. (Fig. 3.7)

Having created a system where the repression of the SLC in batch culture could be

controlled by the addition of arabinose to the culture media, we wanted to compare how the

arabinose inducible repression of the SLC compared to catabolite repression due to glucose. We

cultured a strain that contained the arabinose SLC as well as an extra copy of the LuxI positive

feedback loop on a separate plasmid in both 0.2% glucose and 0.1% arabinose. We found that in

this strong lysis circuit, 0.1% arabinose was much more effective at preventing lysis than 0.2%

glucose as measured by the maximum negative slope of the growth curves (Fig. 3.8B and C).

Finally, to verify that arabinose inducible repression of the SLC preserved circuit function

in long-term growth environments, we grew the strain in the presence of different concentrations

of arabinose and then passaged this culture into media without arabinose. We found that initial

growth of the strain in media without arabinose caused loss of circuit function when the strain

was passaged while initial growth of the strain with 0.1% arabinose resulted in maintenance of

circuit function (Fig. 3.8D). Together, these results demonstrate a potential strategy for cultivation

of highly mutation prone circuits prior to use in applications.

3.4 Discussion

In this chapter, we demonstrated how lysis-based release of bacterial-produced proteins

can enable rapid screening of different genes for cancer therapy. While we did identify some

promising therapy candidates that were mostly from the class of pore-forming toxins, the majority

of therapy strains in our library had little effect on cancer cell viability compared to a control.

While most of the chosen therapy genes have at least some documented evidence of anti-cancer

properties (Table 3.1), there are many potential reasons our initial library screen showed no
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AHLLuxR-AHL
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E (Lysis)

pLuxTet
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C D

Figure 3.7: Control of lysis circuit repression with arabinose inducible TetR expression.(A)
Circuit diagram of arabinose controllable repression of the lysis circuit. (B) Representative OD
vs. time curves for varying concentrations of arabinose in the presence of 0nM AHL. Vertical
blue bar indicates time at which AHL was added to the culture. (C) Representative OD vs.
time curves for varying concentrations of arabinose in the presence of 1nM AHL. Vertical blue
bar indicates time at which AHL was added to the culture. (D) Representative OD vs. time
curves for varying concentrations of arabinose in the presence of 10nM AHL. Vertical blue bar
indicates time at which AHL was added to the culture.
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Figure 3.8: Improved lysis circuit stability with arabinose-based system.(A) Diagram of lysis
circuit variant used to test long-term stability of arabinose-repressible lysis circuit. (B) Growth
curves for the circuit shown in part A grown in LB media with either 0.2% glucose or 0.1%
arabinose. (C) Minimum slope of growth curve for circuit grown in glucose vs. arabinose.
Error bars represent standard deviation of 3 separate cultures. (D) Experiment showing that
growing the circuit in arabinose media preserves lysis ability when passaged into media without
arabinose. For cultures initially grown in the absence of arabinose, lysis function is lost.
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efficacy. For one, many of the therapy genes that showed no effect were derived from animal

or plant organisms. We tried to avoid choosing proteins that would require extensive post-

translational modification, but it is possible that some of these proteins were not functional when

expressed in E. coli. In future studies, it would be useful to do some basic characterization to

ensure that E. coli is able to produce a functional version of the different proteins. At the same

time, one of the advantages of using the cellular lysis platform for screening, is that it is easy to

test new therapy candidates without spending a lot of time optimizing expression levels.

Another potential reason why the number of promising hits in our library screen was

relatively small is that some of the therapeutic candidates might work on a longer time-scale

than we measured here. For instance, in our screening experiments, HeLa cells were exposed to

the therapeutic proteins and molecules for less than a day. For therapy candidates that work by

slowing cancer cell proliferation (rather than triggering rapid cell-death like pore forming toxins

do), the length of bacteria and cancer co-culture might be insufficient to see differences in cancer

cell abundance between a therapy strain and the control. In future work, it would be interesting to

see how longer co-culture periods affect which therapy strains perform better than the the control

strain with no therapy gene.

A major challenge in scaling-up cell-based therapies for use in the real-world, is pro-

ducing sufficient amounts of the therapeutic cells without the underlying genetic circuits they

harbor breaking due to mutation. This problem is especially relevant to lysis-based therapies as

engineered cell lysis poses an immense selective pressure for circuit mutation. Here, we showed

how the use of a hybrid, repressible-inducible promoter can be used to turn off circuit function in

the presence of one inducer (i.e. arabinose) enabling batch-production of the therapeutic strain.

Due to the tight regulation and miminal leaky production of the lysis circuit repressor (TetR) from

the pBAD promoter, the lysis circuit is unrepressed in the absence of arabinose and functions

as expected. In future work, it would be interesting to try to scale up lysis strain production in

large bioreactors to see if the regulatory circuit developed in this chapter is able to prevent circuit
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mutation in larger populations.

3.5 Materials and Methods

3.5.1 Construction of lysis circuit toxin library

Genscript was contracted to help with cloning of toxin library plasmids. Specifically, they

were supplied with the previously constructed pZA35X174E plasmid. They synthesized codon-

optimized sequences of the relevant toxin genes and sub-cloned them into the pZA35X174E

vector plasmid we supplied by standard restriction digest cloning. Upon receiving the therapy

plasmids, they were co-transformed with the pTD103LuxIsfGFP plasmid into chemically compe-

tent MG1665 E. coli cells. The transformation was plated on LB agar plates supplement with

Kan, Cm, and 0.2% glucose. Successful transformants were verified by Sanger sequencing.

3.5.2 Microfluidic culture of lysis circuit toxin library strains

To look at the lysis circuit dynamics of a subset of library strains in continuous culture,

we used the multi-strain microfluidic device introduced in Chapter 2. Briefly, to load this device,

overnight cultures of library strains were spotted to the device using the Labcyte Echo liquid

handler. After devices were bonded, they were perfused with the relevant culture media and

imaged continuously at 20X on a Nikon microscope. See Chapter 2 for more details on protocol

for setting up the device.

3.5.3 3D HeLa Cell Culture in Fibrin Matrix

HeLa Cells (ATCC CCL-2) were grown in 35X10mm tissue culture dishes until 90%

confluent. The cells were lifted, pelleted, and re-suspended in 10mL DMEM with 10% FBS, 1X

kanamycin, and 1X chloramphenicol. A 3mL solution of fibrinogen was prepared in DPBS at
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a concentration of 10mg/mL. Fibrinogen was incubated in a 37C water bath for 15-30 minutes

until completely dissolved. The fibrinogen solution was then filtered through a 0.22uM syringe

filter. Thrombin was prepared in milliQ H20 w/ 0.9% NaCl at a concentration of 100U/mL. 1uL

aliquots of 100U/mL thrombin were prepared in small microcentrifuge tubes and kept on ice until

needed. 1mL of the HeLa Cell suspension was mixed with 1mL of the fibrinogen solution. 50uL

of the fibrinogen/HeLa cell solution was pipetted into one of the tubes containing 1uL thrombin.

The fibrinogen cell mix and thrombin were quickly mixed by pipetting up and down 5 times.

The mixture was then rapidly pipetted into a well on a 96-well plate. Care was taken to ensure

the gel covered the entire well bottom and no bubbles were introduced. 30 wells in a 96-well

plate were loaded with 50uL of HeLa cells suspended in a fibrin matrix. Then, the well plate was

incubated in a 37C CO2 incubator for 30 minutes to allow fibrin to completely form a gel. After

this, 200uL of 37C DMEM+FBS+Kan+Cm was gently pipertted on top of the fibrin gel in each

well. DMEM was replaced every alternate day until cells were ready for co-culture with bacteria

(about 1 week).

3.5.4 Bacteria HeLa Co-Culture and 3D Cell-Titer Glo Screening Assay

All lysis circuit library strains were grown overnight in 3mL cultures in LB media

supplemented with kanamycin, chloramphenicol and 0.2% glucose. The following day, 2uL

of each of these overnight cultures were used to seed separate 200uL cultures of each strain in

different wells of a 96-well plate. The growth media was DMEM+FBS+Kan+Cm for the 200uL

cultures. The 96-well plate was incubated in a Tecan Infinite M200 microplate reader with orbital

shaking until the optical density at 600nM of each culture was around 0.2. These 0.2 OD600

cultures were used to inoculate different HeLa fibrin culture wells by adding 2uL of bacterial

culture to the 200uL cancer cell culture. Before adding the bacteria to the HeLa wells, the media

in the HeLa wells was replaced with fresh DMEM+FBS+Kan+Cm. The bacteria and cancer cell

cultures were incubated at 37C for 12 hours. Then, the culture wells were washed 3-4 times with
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DMEM+10%FBS+PenStrep. The well plate was then incubated at 37C for 1 hour. Following

incubation, all media was removed from the wells and they were washed 3-4 times with 200uL

of DPBS. After the final wash, 50uL of DPBS was left in the cancer cell wells. Then 50uL of

3D Cell Titer-Glo reagent was added to each well. The well plate was then incubated in the

microplate reader with orbital shaking for 5 minutes to lyse the cancer cells and mix the reagent

and culture together. The well plate was then left at room temperature for 20 minutes. Finally,

50uL from each well was transferred to a flat white-bottom Costar 96-well plate. Luminescence

was measured on the microplate reader with a one second integration time.

3.5.5 Plate reader experiments to test lysis circuit function

For plate reader experiments looking at lysis capability of therapy library strains or

repressible lysis circuit strains, overnight cultures of the specific strains were grown in LB with

0.2% glucose and the appropriate antibiotics for plasmid maintenance. The next day, 2uL of an

overnight culture was used to start a 200uL culture in a 96-well plate. The cultures were then

grown in a Tecan Microplate Reader for 24 hours with OD and GFP measurements taken every 5

minutes. The resulting growth curves and fluorescence curves were analyzed for the presence of

lysis events and promoter induction.
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Chapter 4

Exploiting heterogeneity in coupled, two

plasmid systems for dynamic population

adaptation

4.1 Abstract

In synthetic multi-plasmid systems, it is standard to use only plasmids with orthogonal

replication mechanisms to avoid phenotypic heterogeneity and ensure plasmid stability. In

nature, however, microbial populations actively exploit heterogeneity to survive in fluctuating

environments. Here we show that the intentional use of distinct plasmids with identical origins of

replication (oris) can help an engineered bacterial population adapt to its environment. We find

that copy number coupling between distinct plasmids in such systems allows for copy number

buffering of an essential, but high-burden construct through the action of a stably maintained,

nonessential plasmid. Plasmid coupling also generates population state memory without additional

layers of regulatory control. This work reimagines how we design synthetic populations to survive

and adapt by strategically giving control back to the cells.
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4.2 Introduction

Heterogeneous gene expression in cellular populations is typically viewed as a challenge

to synthetic biologists striving for tight control of cellular phenotypes. While population variation

can be an obstacle to engineering biology, it is pervasive in natural systems [129]. Whether driven

by stochastic gene expression differences or environmental stress, living systems often strategi-

cally rely on heterogeneity to improve population survival via division of labor or bet-hedging.

For example, in some biofilm forming species, more motile individuals focus on population

expansion while others contribute to biofilm maintenance [130]. Additionally, some microbial

populations utilize bet-hedging, a strategy where a sub-population of cells are more suited to

a potential future environment at the cost of fitness in their current surroundings [131, 132].

Bet-hedging is commonly associated with spore-formation, carbon metabolism, and antibiotic

persistence in bacterial populations [133]. Regardless of the mechanism, a fundamental benefit of

population heterogeneity is increased adaptability to fluctuating environmental conditions [134].

The widespread use of heterogeneity in nature suggests that synthetic genetic circuits could ex-

ploit gene expression noise to adapt to different environmental conditions and carry out complex

functions [135, 136].

One source of noise commonly encountered in synthetic biology is variation in plasmid

copy number (CN). Until recently, plasmid CN was an overlooked regulation strategy for tuning

genetic circuits. Now researchers have developed multiple ways to use plasmid CN for genetic

circuits, including creating strain libraries that exhibit different CNs [137], designing plasmids

whose CN can be tuned with small molecule inducers [138–140], and using engineered DNA

cutting to dynamically change plasmid CN over time [77]. In this work, we intentionally

engineer plasmid CN noise as a tool for synthetic gene circuits by exploiting overlapping plasmid

replication mechanisms.

Plasmid CN is commonly controlled by built-in negative feedback loops that act to inhibit
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Figure 4.1: Two plasmids are coupled via shared copy number regulation mechanisms. This
coupling leads to increased phenotypic heterogeneity in a population. Different cells are selected
for in varied environments due to fitness advantages. Systems with two incompatible plasmids
allow for burden minimization of high cost plasmids. They also enable buffering of an essential
plasmid of interest by a non-essential, minimal sister plasmid. Lastly, coupled plasmid systems
can maintain population memory following selection.

plasmid replication when CN exceeds some set point [141]. For instance, the widely used ColE1-

origin of replication (ori) makes use of an antisense RNA that inhibits replication by selectively

binding an RNA pre-primer that is essential for replication [142]. Since plasmids with the same

ori share the same regulation strategy, they cannot be distinguished during replication, which

can increase CN heterogeneity and facilitate loss of one plasmid. Plasmids that share replication

mechanisms are referred to as incompatible because they cannot be stably maintained by a cell

in the absence of external selection. Although it is widely accepted that plasmids with the same

ori are unstable, some research suggests that plasmids from the same incompatibility group can

persist for extended periods of time without selection [143] and some commonly used to measure

plasmid loss rate may have overestimated plasmid loss rates [144].

In this work, we investigate the ability of two plasmid systems with shared oris to create
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population heterogeneity and enable adaptation to different environmental conditions (Fig.4.1).

We show that populations with heterogeneous gene expression created by plasmid ori redundancy

rapidly adapt to stressors such as antibiotics and engineered cell lysis. We also show that in

these shared ori systems a non-essential plasmid can act as a tuning knob for the CN of an

essential plasmid, a concept we name plasmid buffering. In certain environments, we find that

plasmid buffering leads to increased plasmid stability for incompatible plasmids compared to

compatible ones, contradicting conventional wisdom that plasmid incompatibility always leads

to faster plasmid loss. We also explore the dynamics of CN adaptation, specifically looking

at how changes in CN persist following a transient selection. Overall, this work shows how

plasmid incompatibility can create heterogeneity in a bacterial population, enabling copy number

adaptation to different environments.

4.3 Results

4.3.1 Duplicate origin plasmid pairs generate population heterogeneity and

enable environmental adaptation

Before engineering complex, two-plasmid systems with increased CN heterogeneity

due to shared oris, we wanted to better understand the distribution of two distinct ColE1-type

plasmids co-existing in a population of E. coli. To characterize heterogeneity in populations with

duplicate ori constructs, we used two simple plasmids, one carrying a chloramphenicol resistance

cassette (CmR) and expressing a red fluorescent protein (RFP) constituitively and one with a

spectinomycin resistance cassette (SpecR) and expressing a green fluorescent protein (GFP) (Fig.

4.2A).

To test the fundamental assumption that duplicate ori plasmids would share a coupled

total CN similar to that of a single plasmid with the same ori, we performed quantitative real time
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PCR (qPCR) on strains containing either the two plasmids described above or a single plasmid

carrying both antibiotic resistance and fluorescence markers (Fig. 4.2A). Relative qPCR CN of

each fluorescent marker divided by the total ColE1 ori CN confirmed that in the duplicate ori

case, the CN of each GFP or RFP plasmid was split roughly equally and each had about half of

the total CN of a single ColE1 plasmid (Fig. 4.2B).

While qPCR provides a useful, population-level measurement of average CN, we wanted

to better understand the underlying, single-cell CN distribution in two plasmid systems that

either had the same oris or different oris with orthogonal regulation mechanisms. To do this, we

compared two strains: one containing the GFP and RFP-expressing ColE1 plasmids described

before (Dup ori) and one with an RFP-expressing ColE1 plasmid and a GFP-expressing sc101

plasmid (Diff Ori) (Fig. 4.2A). To obtain single cell fluorescence measurements of the Dup Ori

and Diff Ori strains, we prepared agarose pad samples of each strain for fluorescence microscopy.

In both the Dup Ori and Diff Ori strain, we saw considerable variability in both GFP and RFP

expression. For the Diff Ori strain, GFP and RFP expression were well correlated (R2 = 0.9357)

suggesting that variability in GFP and RFP expression was due to variability in the cell state

that affected the CN of both plasmids similarly (Fig. 4.2D). Conversely, for the Dup Ori strain,

GFP and RFP expression showed little to no correlation (R2 = 0.464), suggesting that the most

significant cause of variability in this strain was the shared replication mechanism between the

plasmids (Fig. 4.2C). Using a probabilistic plasmid replication and division model, we simulated

growth of a population carrying two plasmids of either different or duplicate oris (Methods Fig.

4.7). In the absence of selection, we saw that this simple theory recapitulated the divergent

heterogeneity we found experimentally with duplicate ori plasmids (Fig. 4.2E,F).

Having shown that plasmid CNs in the Dup Ori strain were linked and heterogeneous,

we wanted to see if the relative CN of the two plasmids could shift in response to different

environmental conditions. To test whether variable antibiotic concentrations could bias the mean

population CN, we cultured the Dup Ori strain in 50x the normal working concentration of chlo-
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Figure 4.2: Two plasmid systems with redundant oris show increased heterogeneity and adapt-
ability. (A) Diagram of plasmids used to look at CN behavior in different ori combinations. (B)
Mean population CNs for a single ColE1 plasmid compared to two distinct ColE1 plasmids in the
same cell as determined by qPCR. Error bars represent standard deviation of N=3 measurements.
(C) Fluorescent micrograph of single cells with duplicate ColE1 ori plasmids and accompanying
scatter plot showing GFP/RFP distribution for the population. (D) Fluorescent micrograph
of single cells with different ori plasmids and accompanying scatter plot showing GFP/RFP
distribution for the population. (E) Results from a model simulation showing CN distribution
for incompatible plasmid pairs. (F) Results from a model simulation showing CN distribution
for compatible plasmid pairs. (G) Bar chart showing relative plasmid CNs for the duplicate
ori strain when grown in the presence of varying antibiotic concentrations. (H) Plate reader
fluorescence for duplicate and different ori strains under different antibiotic concentrations.
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ramphenicol or spectinomycin. As expected, the population shifted its plasmid CN distribution

towards the favorable plasmid (the one with the relevant resistance gene), as determined by qPCR

(Fig. 4.2G). Although absolute GFP and RFP fluorescence is likely affected by population health,

the ratio of GFP to RFP is representative of the population’s CN distribution between the two

plasmids. Plate reader measurements of bulk GFP/RFP fluorescence agreed with the qPCR results

showing the population shift towards the more beneficial plasmid in each growth condition (Fig.

4.2H).

When looking at the response of the Diff Ori strain to growth on different antibiotic

concentrations, we did not see a significant difference in relative GFP and RFP fluorescence

levels measured with a plate reader, indicating that this strain likely did not undergo significant

changes in relative CN in response to different selection conditions (Fig. 4.2H). In summary,

we showed that plasmids carrying the same ori type have coupled CNs leading to increased

population heterogeneity and the ability to undergo fitness-based environmental selection and

adaptation.

4.3.2 Duplicate ori systems enable burden minimization and can increase

plasmid stability due to buffering by non-essential plasmids

After showing fitness-based selection in response to antibiotic stress, we investigated

whether duplicate ori strains could adapt to more biologically-relevant challenges, such as nutrient

availability. It is well known that expression of metabolic pathway genes in E. coli is tightly

regulated and dependent on metabolites in the surrounding environment. Furthermore, pathways

for metabolizing nutrients can have complicated cost-benefit relationships, where cells must

balance costly protein expression and enzyme activity with the benefit of increased nutrients for

growth. For instance, Eames and Kortemme surprisingly found that for the lactose metabolizing

operon of E. coli, lac permease activity is the most significant cost associated with operon

expression and dictates cost/benefit trade-offs in lactose metabolism [145]. While native E.
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coli carbon source operon CNs are essentially constant (at one copy), modification of CN is

presumably one mechanism cells could use to balance metabolic costs and benefits. We wanted

to see if CN flexibility enabled by duplicate ori plasmid pairs would allow a population of E. coli

to tune enzyme expression levels for improved growth on different carbon sources.

To this end, we created an E. coli strain that had the full arabinose operon (araOp) on a

RFP-expressing ColE1-type plasmid and the full lactose operon (lacOp) on a GFP-expressing

plasmid with the same ColE1 ori (Dup ori met). We transformed these plasmids into an E. coli

host (JS006) that has the native genomic versions of these operons knocked out [21].(Fig. 4.3A,

Supplementary Fig. 4.8A). Naively, we expected the population to shift its CN distribution in

favor of the essential carbon metabolizing plasmid while growing on that carbon source, for

example increasing the CN of the araOp plasmid when grown on minimal media containing

arabinose. However, when we grew this strain in batch culture in M9 media with different carbon

sources we saw the opposite trend. Specifically, when grown on arabinose without antibiotic

selection, we observed that GFP expression was significantly increased relative to growth on

glucose or lactose and RFP expression was significantly decreased (Fig. 4.3B). When growing

on arabinose, cells with fewer copies of the araOp likely had a fitness advantage over those with

a higher plasmid operon CN. As a control, we created a strain that had the araOp on an sc101

ori plasmid and the lacOp on a ColE1 ori plasmid (Diff ori met), and thus should have no direct

CN linkage. This effect was seen at a much smaller scale in the Diff ori met strain, but was just

as pronounced in a duplicate ori strain with an MG1655 background that carries the genomic

arabinose and lactose operons. Based on these results, we concluded that metabolic burden caused

by induction of operon genes at high CN was the main driver of fitness-based adaptation in the

batch culture, carbon metabolism experiments.

To further investigate CN adaptation to carbon source type, we continuously cultured

the Dup ori met strain in a microfluidic device [146] that allowed us to vary the composition of

growth media throughout the experiment (Fig. 4.3C). Cells were first cultured in M9 glucose,
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followed by media switches to M9 lactose and then arabinose. No antibiotics were included in

this experiment. When grown on lactose minimal media, the cell traps in the device consisted

primarily of strongly-expressing RFP, weakly-expressing GFP cells indicating higher araOp CN

relative to lacOp CN. Notably, many cell traps also had smaller sub-populations of cells with

stronger GFP expression than RFP expression indicating higher lac operon CN. In response to a

media switch to M9 arabinose, growth halted in all cell traps, but about 15% of 40 analyzed cell

traps were able to resume growth. In the traps that resumed growth. the strongly-GFP expressing

subpopulations rapidly took over the cell trap to become the dominant phenotype (Supplement

Video 4.1). These results supported our interpretation of the batch culture results that population

CN heterogeneity promoted adaptation to different nutrient conditions.

Each operon is naturally found in the genome at one copy and therefore is likely expressed

optimally at low CN. We hypothesized that cells with higher CN of the essential plasmid had

considerable burden when the operon was turned “on” as compared to cells with lower CN of

the essential plasmid and a high CN of the non-essential and transcriptionally “off” plasmid. For

example, when the Dup ori met strain is grown in arabinose, it requires at least one copy of the

araOp plasmid to survive, but selects for cells with high lacOp plasmid CN. Since the lacOp

plasmid genes are turned off when lactose is not present, this plasmid acts as a buffer to drive

down the CN of the more burdensome araOp plasmid. We call this feature of coupled plasmid

systems plasmid buffering, and we are the first group to our knowledge to describe it.

To confirm our hypothesis that maintaining low CN of an essential araOp plasmid opti-

mizes growth rate in arabinose minimal media, we built a version of our ColE1 araOp plasmid with

direct aTc-inducible CN (Supplementary Fig. 4.8B) based on a recent publication [138]. When

transformed into E. coli MgG1655 Z1, induction of CN with aTc led to a dose-dependent decrease

in growth rate, suggesting that cells with a higher CN experience higher burden (Fig. 4.3D).

These results further suggest that the Dup ori met strain used plasmid buffering as a strategy to

balance the cost and benefit of two carbon-metabolizing plasmids in different environments.
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Systems with duplicate oris are always avoided in synthetic biology due to more rapid

loss of one plasmid from the population. However, our previous results with plasmid buffering

suggested that there are certain conditions where plasmids with the same ori may exhibit increased

stability compared to plasmids with different oris. Specifically, we hypothesized that, when grown

on arabinose-only media, the Dup ori met strain would retain the lacOp plasmid for longer than

the Diff ori met strain. Remarkably, we saw that the fitness advantage conferred by plasmid

buffering can stabilize non-essential plasmids in duplicate ori systems without the need for

antibiotics. We found that when grown in M9 glucose, the Dup ori met strain lost the lacOp

plasmid faster than the Diff ori met strain, but when the strains were grown on M9 arabinose,

Dup ori met retained the lacOp plasmid for longer than the Diff ori met strain(Fig. 4.3E).

Contradicting conventional wisdom regarding incompatible plasmids, in this situation, the non-

essential buffer plasmid is protected from loss by indirectly reducing the burden of the essential

plasmid. When we repeated this plasmid loss experiment on M9 lactose, we did not see increased

stability in the Dup ori met strain compared to the Diff ori met strain (Supplementary Fig. 4.8D).

We hypothesize that this is because the lacOp plasmid is not as burdensome as the araOp plasmid

at high CN.

After demonstrating the general ability of our Dup ori met strain to buffer the burden of

highly expressed metabolic operons, we tested the ability of duplicate ori systems to optimize

their CN distribution in response to a gradient of resource availability. To do this, we cultured the

strain in varied concentrations of lactose from 0.0125% to 0.1% (Fig. 4.3H). Our results indicate

a decrease in the proportion of lacOp plasmid as lactose availability increased, suggesting reduced

need for multiple copies of the lacOp plasmid. To separate the potential effects of metabolic need

from lactose inducer burden, we also cultured the strain in the same lactose gradient but with

100uM IPTG, which ensures lacOp genes are maximally expressed. The gradient CN adaptation

response to lactose availability remained present with IPTG and showed an overall reduction

in GFP/RFP due to full expression of the operon. When we repeated this experiment with the
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Figure 4.3: Duplicate origin plasmids allow burden-based adaptation to different nutrient
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is expressed constitutively from the arabinose operon-expressing plasmid. In the Diff ori met
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(C) Representative fluorescence micrographs for the Dup ori met strain grown in a microfluidic
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for duplicate ori plasmids. Colormap corresponds to number of generations with plasmid
still retained. (G) Same simulation for different ori plasmids. (H) Heatmap showing plate
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Diff ori met control strain, we did not see significant differences in GFP/RFP for different lactose

concentration in the presence or absence of IPTG (Supplementary Fig. 4.8C).

In synthetic biology applications, plasmid constructs are usually not finely tuned to

changing nutrient environments. Often it is hard to predict whether the expression level set by

promoter choice is appropriate. In our WT version of the Dup ori met strain, lacOp expression was

generally too costly. To investigate whether weakened versions of our metabolic constructs would

optimize to a different CN point, we created two mutant versions of the lacOp plasmid, a pLac

mutant known to decrease expression and a LacI mutant that also reduces operon expression [147].

These mutant lacOp ColE1 plasmids were co-transformed with a ColE1 ori araOp plasmid and

the resulting strains were grown in various concentrations of lactose (Fig. 4.3H). Intuitively, both

mutants with reduced operon expression had increased GFP/RFP, reflecting increased need for

multiple copies of the weaker lacOp plasmid as compared to cells carrying the original plasmid.

The LacI enhanced repression mutant also showed a gradient need for the lacOp that again

increased with lowered lactose concentrations.

In summary, we have demonstrated the ability of duplicate ori strains to optimize the CN

distribution between two carbon metabolizing constructs based on their expression strength and

environmental growth condition. We also showed the benefits of plasmid buffering in reducing

plasmid loss and improving strain fitness.

4.3.3 Minimal sister plasmid provides copy number flexibility and evidence

of population memory

Following the discovery of plasmid buffering, we wanted to examine whether we could

use it as a tool to characterize the cost-benefit balance of an arbitrary synthetic gene circuit as a

function of environment. To realize this, we introduced the idea of a “sister plasmid” that shares

the same ori as an essential plasmid, but only contains that ori and a selection marker to minimize

its burden on the cell. We hypothesized that sister plasmids could impart CN flexibility and
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thus promote sensitive adaptation to environment and also probe the environmentally determined

cost-benefit function of an essential plasmid.

To test this idea, we co-transformed a ColE1 ori sister plasmid with a ColE1 plasmid

carrying an AHL-inducible kanamycin resistance cassette (KanR) and constitutive GFP to make

strain Dup ori kan (Fig. 4.4A). Using this setup, we directly varied the cost-benefit relationship

of the plasmid in two directions by inducing different levels of KanR expression with AHL and

also manipulating kanamycin concentrations in the culture media. In a plate reader experiment,

we grew Dup ori kan in LB media containing 1x to 15x kanamycin working concentration and

also 0nM to 100nM AHL. Convincingly, we saw that as kanamycin concentrations increased in

the media, the KanR plasmid’s CN went up as represented by increased GFP/OD. Conversely,

as expression of KanR was increased via AHL, the CN went down to compensate for burden

due to excess KanR expression (Fig. 4.4B). After passaging these cells into 1X kanamycin

media, we incubated them in the reverse conditions of the initial selection. For example, cells

previously incubated in 15x kanamycin and 0nM AHL were now cultured in 1x kanamycin and

100nM AHL. The resulting GFP/OD measurements matched expected CN adaptation, showing

reversibility and secondary adaptation of Dup ori kan to a new environmental set point. When

this same experiment was performed on a control strain with a minimal sc101 ori sister plasmid

(strain Diff ori kan), we saw much smaller changes in GFP/OD in response to different selection

conditions (Supplementary Fig. 4.9).

Based on these new results, we went back to improve our Dup ori met strain’s growth on

arabinose using a minimal sister plasmid. We replaced the lacOp plasmid in that strain with a

minimal, ColE1 sister plasmid so that the strain could only grown on arabinose, but could still

tune araOp copy number. To see if this new duplicate ori strain had a fitness advantage when

compared to a single plasmid strain (containing only the araOp plasmid on either an sc101 or

Cole1 backbone), we competed the two in co-culture on arabinose minimal media. By plating the

culture on spectinomycin plates versus antibiotic-free plates, we quantified the proportion of the
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population that was the new Dup ori ara sis strain over time. Over the course of 4 days, we saw

that this Dup ori ara sis strain out-competed a single ColE1 araOp plasmid strain while it had a

moderate fitness disadvantage compared to a single sc101 araOp plasmid strain with lower CN

than ColE1 (Fig. 4.3I).

We then hypothesized that the use of sister plasmid buffering not only enabled reversible

adaptation of plasmid CN to environmental need, but could also generate population memory of

CN state. In the inducible KanR experiment described previously, GFP/OD was also measured

over three non-selective passaging time points after each selection phase. Rather than immediately

losing CN shifts once selection is removed, the population retained memory of the selection

event and returned to baseline gradually over many generations (Fig. 4.4D). The time scale

of population memory for Dup ori kan (0.03/hr) was considerably longer than in a distinct ori

control strain (0.13/hr) where some CN adjustment was seen but was then rapidly lost upon

removal of selection (Fig. 4.4C).

In summary, the use of a minimal sister plasmid with a duplicate origin enables the

cost-benefit characterization of synthetic constructs in different environments. In addition,

plasmid coupling creates population memory of CN state without the need for additional circuit

components.

4.3.4 Redundant ori plasmid systems promote generational population mem-

ory in response to engineered cell lysis in microfluidic culture.

To further investigate the temporal dynamics of population memory in continuous cul-

ture, we used a duplicate ori strain carrying two inducible lysis constructs on ColE1 plasmids

(Dup ori lys). Each plasmid rapidly triggers cell death via the E lysis gene from phage φX174

in response to a small molecule inducer. This model system creates easily tunable bidirectional

selection as well as short time scales for adaptation due to the all-or-none nature of lysis-based

selection. Together these attributes make plasmid lysis circuits optimal to investigate CN dy-
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namics and memory in continuous culture. The first plasmid codes for AHL-inducible lysis

and constitutive GFP, while the second encodes arabinose-inducible lysis and constitutive RFP

(Fig. 4.5A). After confirming successful CN adaptation of Dup ori lys against lysis pressure in

plate reader experiments (Supplementary Fig. 4A), we then cultured the strain in a previously

described microfluidic chip along a gradient of arabinose and AHL concentrations (Fig.4.5B and

Supplementary Fig. 4.10C). In this device, small bacterial populations grow as monolayers in

cell traps of different sizes [148]. The device has two inlet media sources connected to a set

of branching fluidic channels that create a concentration gradient across the different cell traps

of the device, allowing us to vary arabinose and AHL concentrations on a single microfluidic

chip. When cultured in this system, the Dup ori lys strain adapted similarly to batch culture, with

high GFP-expressing, pAHL Lyse plasmid dominant populations taking over cell traps for high

arabinose concentrations and high RFP-expressing, pAra Lyse plasmid dominant populations

taking over cell traps for high AHL concentrations. Resulting GFP and RFP fluorescence over a

24 hour run are summarized in Fig. 4.5B for inducer concentrations up to 100nM AHL or 0.017%

Arabinose. When we repeated this experiment with a control strain (Diff ori lys) that had the

pAra lyse plasmid on an sc101 ori, we saw virtually no CN shifting to different arabinose and

AHL conditions, further suggesting that ori redundancy enabled adaptation (Supplementary Fig.

4.10C and 4.11A)

We hypothesized that due to rapid selection in this system, CN adaptation would sensitively

respond to the lysis expression strength of each plasmid. In particular, we had found that the

original Dup ori lys strain had significant leaky expression of the lysis gene, most likely due to

expression from the arabinose promoter even when uninduced (Supplementary Fig. 4.10B). To

investigate the sensitivity of CN adaptation to lysis strength we developed a library of pAra Lyse

plasmids, each with different lysis gene expression strengths. This library was generated through

site directed mutagenesis (SDM) of the ribosome binding site (RBS) before the E lysis gene on

the original pAra Lyse plasmid. Each library plasmid’s lysis strength was assessed in response to
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Figure 4.5: Inducible cell lysis triggers population CN shifting in duplicate ori systems. (A)
Circuit diagram for inducible lysis plasmids. GFP is expressed constitutively from the AHL
inducible lysis plasmid and RFP is expressed constitutively from the arabinose inducible lysis
plasmid. In the Diff ori lys strain, the arabinose inducible lysis plasmid has the sc101 ori. (B)
Heatmap showing mean fluorescence over time for the Dup ori lys strain in a microfluidic
device with different inducer concentrations and trap sizes. (C) Plate reader fluorescence of
Dup ori lys strain library with variant arabinose lysis strength across four inducer conditions.
(D) Mean fluorescence over time for Dup ori lys strain in a microfluidic device with five
induction windows: 0.2% Glucose (non-selective), 100nM AHL (selective), Glucose, 0.02%
Arabinose (selective), and Glucose. (E) Mean fluorescence of Dup ori lys strain at the end
of each induction window in previous panel. Mean and standard deviation of 24 individual
traps are represented. (F) Representative mean fluorescence plot over time of one row of four
traps during AHL selection and memory phases. Curves are fit to exponential function to
estimate memory time constants. (G) Mean memory time constants for all 24 traps during each
phase of microfluidic experiment. (H) Simulated relationship between memory time scale, CN
shift magnitude, and lysis strength after 100 generations of selective growth and during 100
non-selective generations.

induction with 0.02% arabinose as described in the methods (Supplementary Fig. 4.12A). These

library plasmids were then co-transformed with the original pAHL Lyse plasmid and grown in

various inducer concentrations in batch culture. A clear relationship between lysis expression

strength and final GFP/RFP ratio was found in the 8 strains tested, with increasing arabinose lysis

strength corresponding to a increase in GFP/RFP and therefore pAHL Lyse CN across all inducer

conditions (Fig. 4.5C and Supplementary Fig. 4.12B).

After confirming the rapid and fine-tuned adaptation of Dup ori lys above, we charac-

terized the strain’s memory dynamics using time-lapse microscopy. Specifically, we grew our

strain along with Diff ori lys within a multi-strain microfluidic chip [146]. In 12 hour windows
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we cultured the populations first in LB media supplemented with glucose followed by LB with

100nM AHL, LB with glucose, LB with 0.02% arabinose, and LB with glucose again (Fig. 4.5D

and Supplementary Fig. 4D and 4E). Antibiotics were used throughout the experiment to ensure at

least one copy of each plasmid was always maintained. The Dup ori lys strain responded to both

selection windows showing reversible adaptation. Again, we saw that following non-selective

growth for 12 hrs even in high turnover continuous culture, populations still retained CN memory

of the prior selection event, as measured by GFP/RFP levels (Fig. 4.5E). Following the first AHL

induction, population memory was especially striking with the relative time scale of return to

baseline being over four times slower than that of the selection phase (Fig. 4.5F). While the

difference between selection and memory time scales for the arabinose induction phase was less

substantial, this is likely due to the population being biased toward higher CN of the RFP before

switching to arabinose and therefore undergoing slowed selection towards the pAHL Lyse GFP

plasmid (Fig. 4.5G). The magnitude of GFP/RFP following arabinose selection still suggests

memory is retained when compared to the initial glucose condition.

In summary, duplicate ori plasmids enable fast adaptation to engineered lysis burden in

continuous culture experiments. The CN balance of these strains responds sensitively to the rela-

tive lysis gene expression strength of the plasmids and environmental conditions. By visualizing

these populations over many generations in microfluidics, we could clearly demonstrate popula-

tion CN memory following a selection event while still maintaining the ability to reversibly adapt.

Overall this suggests the fundamental capability of plasmid coupling in producing population

state memory over generational time scales without the need for added circuitry.

4.3.5 Engineered plasmid incompatibility enables coupled copy number

tuning in two plasmid systems

While the previous experiments show that the population-average plasmid copy number

in duplicate ori systems can readily change in response to different environmental pressures,
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Figure 4.6: Engineered plasmid incompatibility enables coupled copy number tuning in two
plasmid systems. (A) Circuit diagram of inducible copy number pUC plasmid (iPuc) coupled
to an sc101 plasmid by using an iteron sequence. (B) Plate reader fluorescence data showing
induction of iPuc plasmid copy number for different concentrations of aTc. Error bars represent
standard deviation of three separate cultures. (C) Plate reader fluorescence data for a strain with
iPuc plasmid with or without the iteron sequence co-transformed with an sc101 plasmid. Error
bars represent standard deviation of three separate cultures.
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we sought to show that the copy numbers of two plasmids from different compatibility groups

could be linked by engineering tunable incompatibility between them (Fig. 4.6A). Specifically,

we started with a pUC-ori plasmid with an aTc-inducible copy number (ipUC). To this plasmid,

we added one copy of an iteron sequence from the pSC101 origin (ipUC-IT). Previous research

has shown that high-copy, non-sc101 plasmids containing this iteron sequence have significant

incompatibility toward WT pSC101 plasmids [149]. Thus, we hypothesized that when the ipUC-

IT plasmid was co-transformed into E. coli with a pSC101-type plasmid, that the relative copy

number of the two plasmids could be tuned by aTc. Specifically, since aTc increases the copy

number of the ipUC-IT plasmid (and thus the number of iteron DNA sequences) it should decrease

the copy number of the pSC101-type plasmid. In order to test this system, we co-transformed

the ipUC-IT plasmid with a WT pSc101 plasmid into the E. coli strain MG1655 Z1, which

constitutively expresses the tetracycline repressor protein, TetR. In response to aTc, we saw

increased RFP expression indicating increased iPuc-IT plasmid copy number and decreased GFP

expression indicating decreased pSc101 copy number (Fig. 4.6C). As a control, we looked at the

effect of iPuc copy number induction on pSc101 copy number when the sc101 iteron sequence

was removed for the iPuc plasmid. We found that full induction of the iPuc plasmid without

iterons only slightly decreased GFP expression indicating a small decrease in sc101 copy number.

This result confirmed that the placement of the iteron sequence on the iPuc plasmid was necessary

for strong copy number linkage between these plasmids.

Discussion

Synthetic biology as a field strives for tight control of cellular phenotypes. Gene circuits

are finely tuned for deployment, and any variability is seen as a negative feature. In the natural

world, however, populations will often exploit noise and heterogeneity in the face of unpredictable

environments to improve survival. In this work we took inspiration from natural systems to
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create heterogeneous populations capable of environmental adaptation, burden minimization, and

population memory. We used coupling between two plasmids of the same origin type to allow

reversible copy number flexibility within a microbial population.

Previous work has shown that the expression level of metabolic proteins evolves towards

an optimal level when cultured in a specific nutrient environment over time [150]. Here, we show

optimization of protein expression strength based on environment by strains carrying duplicate

origin plasmids that enable copy number adjustment rather than mutation to improve fitness.

We introduced the concept of plasmid buffering where one essential plasmid driving population

fitness is given a tunable copy number through the presence of a secondary non-essential plasmid

with the same origin. Plasmid buffering in such systems allows for copy number adjustment in

response to different growth environments. A recent study by Yang et al. created a synthetic

circuit for eliminating gene dosage variation in individual mammalian cells [151]. Their method

buffers plasmid CN variability in mammalian cells to reduce heterogeneity while we use plasmid

CN flexibility to buffer circuit burden. Comparing these studies points out how copy number

flexibility can be desirable sometimes, but copy number heterogeneity can be reduced if needed.

Recent work by the Ellis lab and others on both burden reporting and burden-responsive

feedback control of synthetic circuits, highlights the importance of considering the effects

of synthetic circuit burden on cellular fitness [31, 32]. Our study shows how plasmids with

overlapping replication mechanisms can allow a cell to minimize burden caused by protein

expression that is mismatched with the culture environment. In addition, we show that not only

can plasmid buffering minimize burden, but it can also increase the stability of a non-essential

plasmid by giving it an indirect benefit to the cell. Research on improving genetic stability of

constructs has shown the effectiveness of reducing host mutational ability, overlapping sequences

of essential and non-essential genes, and recoding translation among many other strategies [33].

Here we are able to enhance genetic stability specifically in duplicate origin systems. despite

conventional wisdom regarding incompatible plasmids.
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Plasmid incompatibility has been studied since the early 1970’s and there are multiple,

published models to understand the dynamics of plasmid loss between plasmids with shared

replication mechanisms [152–154]. Specifically, the effects of different methods for choosing

which plasmid to replicate and how to partition these plasmids to daughter cells has been

investigated mathematically [155]. However, there is a lack of mathematical models that consider

the cost and benefit associated with plasmid encoded functions and how these costs and benefits

can change with environment. Here we show that a basic probabilistic model that uses Hill-like

functions to simulate plasmid cost and benefit can recapitulate many features of incompatible

plasmids seen experimentally. In the future the model could be improved by trying to get more

precise parameters for plasmid replication rates, cell growth rates, and cost/benefit function

parameters. We could also include a more complex framework for host-circuit burden coupling,

like some recently proposed approaches [156].

While we are the first group to our knowledge to document adaptation due to duplicate ori

plasmid pairs, a recent study by Tomanek et al. investigated a similar phenomenon of gene copy

number adaptation [134]. Specifically, they describe a mechanism called amplification-mediated

gene expression tuning (AMGET). While we showed that plasmid CN heterogeneity enables

adaptation to variable environments, they “show that gene duplications and amplifications en-

able adaptation to fluctuating environments by rapidly generating copy-number and, therefore,

expression-level polymorphisms.” The core idea of stochastic, copy number heterogeneity pro-

moting population adaptation is shared between their study and ours. However, they describe

different mechanisms for generating copy number variation. While we exploit the cell’s inability

to distinguish plasmids with the same origin, Tomanek et al. studied how gene duplication

and amplification arising from homologous recombination between sister chromosomes leads

to CN variation. This mechanism of generating copy number occurs naturally in cells without

synthetic gene circuits, which begs the question: are plasmid systems with redundant replication

mechanisms also utilized in nature to cope with varying environments?
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Lastly, we demonstrate memory in cell populations containing duplicate origin plasmids

following environmental selection. Researchers have created population-state memory in synthetic

systems through the use of bistable genetic circuits, and more recently the development of

a methylation-based epigenetic system within E. coli [157]. Here, we develop generational

memory through plasmid inheritance of population copy number distribution. Studies on history-

dependence of microbial populations have cited chromatin state, protein inheritance, metabolic

history, and strong heterogeneity as potential mechanisms for memory of past environmental

exposures [158]. In this work, we took inspiration from these natural mechanisms of population

adaptation to demonstrate the broad use of duplicate origin plasmids as a tool to improve

performance of synthetic microbial populations.

4.4 Supplemental Figures

Table 4.1: Bacterial strains used in chapter 4

Strain Name Plasmids Host Designation Relevant Figure

Dup ori pSKAL001, pSKAL003 MG1655 2
Diff ori pSKAL002, pSKAL003 MG1655 2

Diff ori met pSKAL006, pSKAL007 JS006 3
Dup ori met pSKAL005, pSKAL006 JS006 3
Dup ori lys pSKAL017, pSKAL019 MG1655 5
Diff ori lys pSKAL017, pSKAL018 MG1655 5
Dup ori kan pSKAL014, pSKAL015 MG1655 4
Diff ori kan pSKAL014, pSKAL016 MG1655 4

95



Figure 4.7: To study how the plasmid copy number distribution of a population changes over
time, we created a stochastic model that considers the cost/benefit associated with a given
plasmid. The model consists of cells containing two distinct plasmids that can have either
the same or orthogonal mechanisms of replication and copy number maintenance. In each
generation the following steps are carried out: 1) plasmids are replicated, 2) some members of
the population die (due to plasmid encoded or effects of population saturation), 3) cells have the
chance to divide based on plasmid-associated cost-benefit functions, and 4) for dividing cells,
plasmids are partitioned to two daughter cells. See methods section for details on parameters.
Modeling results are plotted in Figure panels 2E, 2F, 3F, 3G, and 5H.
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Figure 4.8: Supplementary material related to Figure 4.3. (A) Strain JS006 is unable to grow
on minimal media with arabinose or lactose as the only carbon source unless operon genes
are supplied on plasmids. (B) Proof of function for inducible copy number plasmid, Top:
Circuit diagram for testing aTc-inducible pUC copy number. Bottom: Bar chart showing
RFP fluorescence vs. aTc concentration for two different versions of the inducible pUC
system with different tetO operator sequences. Error bars represent standard deviation of
N=5 measurements. (C) Heatmap of GFP/RFP fluorescence values for the Diff ori met strain
grown on different concentrations of lactose and IPTG. Comparison data for main Figure 4.3H.
(D) Plasmid retention data for Dup ori met and Diff ori met strains grown on lactose minimal
media. Comparison data for main Figure 4.3E.
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Figure 4.9: Supplementary material related to Figure 4.4. Plate reader fluorescence measure-
ments for Diff ori kan in all inducer conditions over time during non-selective passaging with
subsequent flipped induction. Comparison data for Figure 4.4D.

Table 4.2: Plasmids used in chapter 4

Plasmid ID Resistance Origin Fluorescent Protein Circuit Relevant Figure(s)

pSKAL001 SpecR ColE1 GFP N/A 2
pSKAL002 SpecR sc101 GFP N/A 2
pSKAL003 CmR ColE1 RFP N/A 2
pSKAL004 CmR, SpecR ColE1 GFP, RFP N/A 2
pSKAL005 CmR ColE1 RFP araBAD operon 3
pSKAL006 SpecR ColE1 GFP Lac operon 3
pSKAL007 CmR sc101 RFP araBAD operon 3
pSKAL008 CmR iPuc RFP araBAD operon 3
pSKAL009 CmR ColE1 N/A araBAD operon 3
pSKAL010 CmR sc101 N/A araBAD operon 3
pSKAL011 SpecR ColE1 N/A Lac operon 3
pSKAL012 SpecR ColE1 GFP Lac operon pLac mutant 3
pSKAL013 SpecR ColE1 GFP Lac operon LacI mutant 3
pSKAL014 SpecR, (KanR) ColE1 GFP AHL inducible KanR 4
pSKAL015 CmR ColE1 N/A N/A 4
pSKAL016 CmR sc101 N/A N/A 4
pSKAL017 SpecR ColE1 GFP AHL inducible lysis 5
pSKAL018 CmR sc101 RFP Arabinose inducible lysis 5
pSKAL019 CmR ColE1 RFP Arabinose inducible lysis 5
pSKAL020 CmR iPuc RFP N/A Supplement
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Figure 4.10: Supplementary material related to Figure 4.5. (A) Relative GFP/RFP fluorescence
for the Dup ori lys and Diff ori lys strains grown in batch culture in different concentration of
AHL. (B) Growth curves for strains containing either the pAHL Lyse plasmid or the pAra Lyse
plasmid only. Even without inducer, the original pAra Lyse plasmid causes cell death in LB
as seen in the growth curve. (C) Relative GFP/RFP fluorescence for the Dup ori lys and
Diff ori lys strains grown in batch culture in different concentration of arabinose.

Table 4.3: Primer sequences for qPCR

Primer Name Sequence

GFP fwd GGGTGAAGGTGATGCTACAA
GFP rev GAACACCATAGGTCAGAGTAGTG
RFP fwd CACCCAGACCATGAGAATCAA
RFP rev TGGGTGTGGTTGATGAAGG

ColE1 fwd CACGCTGTAGGTATCTCAGTTC
ColE1 rev GGTTGGACTCAAGACGATAGTT

Chrom fwd GCGAGCGATCCAGAAGATCT
Chrom rev GGGTAAAGGATGCCACAGACA
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Figure 4.11: Supplementary material related to Figure 4.5. (A) Heatmap showing GFP and
RFP fluorescence levels over time for the Diff ori lys strain grown in various concentration of
AHL and arabinose in a microfluidic device. Comparison data for Figure 4.5B. (B) Boxplot
showing final mean cell trap GFP/RFP fluorescence ratios for the Dup ori lys strain gradient
microfluidic experiment. Associated with Figure 5B. (C)Representative microscope images
from gradient microfluidic experiment with Dup ori lys strain. Images correspond to data shown
in Figure 4.5B. (D) Mean fluorescence over time for Diff ori lys strain in a microfluidic device
with five induction windows: 0.2% Glucose (non-selective), 100nM AHL (selective), Glucose,
0.02% Arabinose (selective), and Glucose. Comparison data for Figure 4.5D. (E) Representative
fluorescence micrographs of the Dup ori lys strain grown in a microfluidic device over time in
fluctuating environmental conditions. Microscope images correspond to data shown in Figure
4.5D-F.
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Figure 4.12: Supplementary material related to Figure 4.5. (A) Growth curves for 8 different
strains grown in LB with 0.02% arabinose with various versions of the pAra lyse plasmid.
Each strain has a different RBS preceeding the lysis gene, E. Data related to Figure 4.5C (B)
Plate reader fluorescence data over time for the 8 different Dup ori lys library strains grown in
different AHL and arabinose concentrations. Data related to Figure 4.5C.

4.5 Materials and Methods

4.5.1 Strains and plasmids

E. coli MG1655 (NCBI U00096.3) was used as the host strain for the majority of ex-

periments except where noted. For experiments involving the lactose and arabinose operon

strains, E. coli strain JS006 [?, 21] was used .This strain is derived from the E. coli Keio

knockout collection parent strain, BW25113, and has the following relevant mutations: ∆(araD-

araB)567,∆lacZ4787(::rrnB-3), ∆lacI, ∆araC. For experiments involving the inducible pUC copy

number plasmids, the E. coli K-12 MG1655Z1 strain was used, which constituitively expresses

lacI and tetR from the genome.

All plasmids were constructed by Gibson assembly using PCR amplified fragments of

previously constructed plasmids from our group. The full E. coli lactose operon was amplified

from the MG1655 strain genome. The full E. coli arabinose operon was also amplified from
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the MG1665 strain genome. The inducible lysis library was created using a mutagenic primer

targeting the ribosome binding site in front of its lysis gene.

4.5.2 Plate reader experiments for estimating average copy number in

batch culture using fluorescence

For plate reader experiments assessing strain growth and bulk fluorescence, saturated

overnight cultures of a given strain were diluted 1:100 into 200uL of fresh media and cultured

in 96-well flat bottom plates at 37C with orbital shaking in a Tecan Infinite M200 Pro. Optical

density (OD) and fluorescence measurements were taken every 5 minutes and the cultures were

grown to saturation. GFP and RFP measurements were normalized by dividing by the culture OD

at each time point. For use in comparative plots between conditions, final GFP/OD and RFP/OD

were determined from when the OD maximized, or stopped increasing, a signal of early stationary

phase.

4.5.3 Agarose pad slide preparation for single-cell imaging and analysis

To image live E. coli cells following growth in relevant media conditions, overnight

cultures were diluted 10 fold in sterile water before 2uL were pipetted onto a glass coverslip.

Cells were then sandwiched by placing an agar pad (1.5% agarose) on top to create a flat focal

plane. Agar pads were made the depth of one coverslip using the method described in [159]. To

analyze single cell fluorescence from images, a custom Matlab script was written that segmented

single cells prior to recording their average fluorescent intensity. The segmentation workflow

included image filtering, edge detection followed by object filling, and lastly individual cell

classification and assignment using size and fluorescence thresholds.
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4.5.4 Quantitative PCR for determination of average copy number

For direct quantification of plasmid copy number, saturated cell cultures were analyzed

by qPCR. Following growth in relevant media conditions, cells were incubated at 95C for 10 min

prior to freezing at -20C. Lysed cultures were then diluted 100 fold for use as final templates.

Each qPCR reaction consisted of 10uL of SYBR green master mix, 4uL water, 5uL diluted

template, and 0.5uL of each primer. Primers were designed to amplify approx. 100bp regions

within the GFP gene, RFP gene, plasmid origin, and the E. coli chromosome. Reactions were

run in triplicate using MicroAmp Fast Optical 96-well plates within the Applied Biosystems

Quant 3 machine for comparative CT measurements. Resulting measurements were normalized

to chromosomal control reactions.

4.5.5 Microfluidics and microscopy for carbon-source operon strains in

multi-strain device

For time-lapse microscopy experiments with carbon-source operon strains, another pre-

viously developed device was used [146]. This device allows for observation of multiple

strains within individual traps that are grown with the same inlet media source without cross-

contamination. Carbon source experiments consisted of 24 hour induction periods with various

supplemented M9 media.

4.5.6 Serial passaging and plating experiment to estimate plasmid loss

rate for carbon-source operon strains

Carbon metabolizing operon strains were grown overnight in 3mL of LB media with

chloramphenicol and spectinomycin directly from glycerol stocks. The next day, the overnight

culture was washed twice in M9 minimal media and used to inoculate new cultures at a 1:100

dilution in M9 media that was supplemented with Wolfe’s Vitamin Solution, MOPS for trace
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minerals, and either 0.2% of glucose, arabinose, or lactose (with no antibiotics). The cultures

were grown for around 24 hours and passaged 1:100 into fresh, supplemented M9 minimal media

that contained the same carbon source that the strain was grown in on the previous day. After 5

passages, samples of the different cultures were plated on LB agar plates containing either no

antibiotics, chloramphenicol, spectinomycin, or both antibiotics to determine colony forming

units (CFUs). Specifically, to determine CFUs, 3uL droplets of different serial dilutions of the

culture were spotted on the agar plates and left to dry before culturing the agar plates at 37C

overnight. For each culture, all of the different serial dilutions were plated in triplicate. The

following day, CFUs in the culture were determined by counting the number of colonies that

formed for the serial dilution that led to between 10 and 30 colonies on average. The number

of CFUs in the undiluted culture was then determined by multiplying the number of counted

colonies by the dilution factor. Finally, CFUs in antibiotic were divided by the total CFUs found

on just LB to determine plasmid retention.

4.5.7 Serial passaging and plating experiment to estimate population frac-

tion of duplicate versus single carbon-source operon strains in com-

petition

Duplicate origin carbon-source strains and single colE1 arabinose plasmid strains were

grown separately overnight in supplemented M9 arabinose. They were then diluted 1:100 fold

and co-cultured at an equal ratio in fresh M9 arabinose media with no antibiotics. Similar to the

spot dilution method described for plasmid loss estimation, cultures were passaged every 24 hours

and a sample was plated onto LB plates containing no antibiotic or spectinomycin. The next day

colonies were counted to determine CFUs for all strains on LB or just the duplicate origin strain

on LB-spectinomycin. Fraction of the population retaining the duplicate origin strains was then

calculated each passaging day for 4 days.
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4.5.8 Serial passaging and memory quantification of inducible Kan strains

in plate reader

For memory experiments with inducible Kan strains, overnight cultures were diluted

1:100 into selective media conditions containing AHL (0-100nM) and Kanamycin (1-15x) within

a 96-well plate. After 12 hrs of growth, cells were diluted into 1x kanamycin, 0nM AHL media

in a fresh 96-well plate. Three non-selective passages of 12 hrs each were carried out prior

to incubation of cells in flipped selective media conditions. This selective phase exposed each

culture to the opposite condition as the initial selective phase, for example cultures first incubated

at 100nM AHL, 1x Kan were now exposed to 0nM AHL, 15x Kan. Following this secondary

selective incubation, three more non-selective passages of 12 hrs each were performed. GFP/OD

measurements were then plotted over time and each non-selective memory phase was fit to an

exponential curve to determine the memory time constant (return rate) following GFP response.

4.5.9 Microfluidics and microscopy for inducible lysis strains in concen-

tration gradient device

For time-lapse microscopy experiments with the inducible cell lysis strains, a previously

developed microfluidic device was used [17]. This device consists of separate arrays of small

cell traps that are maintained at different inducer concentrations depending on the inducer

concentrations in two upstream inlet channels of the device.

4.5.10 Image analysis of inducible lysis strain timelapse microscopy exper-

iments

To quantify population fluorescence from microfluidics experiments, we developed a FIJI

macro. This macro created ROIs around each individual trap, thresholded fluorescence in each
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channel to select only healthy cells, merged these ROIs and measured mean intensity for each

time slice. One value each for threshold minimum and maximum was set for an entire experiment

to avoid non-cell background and also exclude unhealthy filamentous cells. Post processing of

results also included background value subtraction for each trap and time slice.

4.5.11 Microfluidics and microscopy for inducible lysis strains in multi-

strain device

For time-lapse microscopy experiments with inducible lysis strains for memory inves-

tigation, the multistrain chip described previously was used again. Lysis memory experiments

consisted of 12 hour induction periods with either non-selective LB-0.2% glucose media, 100nM

AHL media, or 0.02% arabinose media. Duplicate ori and different ori strains were imaged during

the same experimental run.

4.5.12 Plasmid Copy Number Model
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To study how the plasmid copy number distribution of a population changes over time,

we created a stochastic model that takes into account the cost/benefit associated with a given

plasmid. The model consists of cells containing two distinct plasmids that can have either the
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same or orthogonal mechanisms of replication and copy number maintenance. In each generation

the following steps are carried out: 1) plasmids are replicated, 2) some members of the population

die (due to plasmid encoded or effects of population saturation), 3) cells have the chance to

divide based on plasmid-associated cost-benefit functions, and 4) for dividing cells, plasmids are

partitioned to two daughter cells. We assume that the plasmid replication probability is given by

Equation 4.1 where r2 is the maximum replication probability, p(t) is the current plasmid copy

number and ptot is the maximum plasmid copy number. For “incompatible plasmids”, ptot is the

same between plasmids whereas for compatible plasmids, each plasmid has its own maximum

copy number. The number of plasmids that replicate in a given cycle is a random number from

the binomial distribution with probability Prep and p(t) trials.

Equation 4.2 describes the probability for a given cell to die based off its current plasmid

copy numbers. The first term represents death probability due to general saturation effects as the

population size approaches the carrying capacity C. The parameter S represents the population size

where the death probability due to culture saturation is half maximal. The two subsequent terms

represent death probability due to lysis gene expression from plasmids p1 and p2 respectively.

Death probability due to plasmid gene expression is assumed to follow the Hill Equation where

Kd represents the plasmid copy number that leads to half-maximal death probability and dmax

represents the maximum death probability.

Division probability is calculated in a similar manner to death probability as shown in

Equation 4.3. In this equation, we assume logistic growth of the bacterial population where gmax

is the maximum division probability and C is the carrying capacity. Each plasmid p1 and p2 is

assumed to have a potential benefit and cost that can increase or decrease the division probability.

The Hill Equation is used to model plasmid cost-benefit effects where for each plasmid Kb

represents the plasmid copy number that leads to half-maximal benefit and Kc represents the

plasmid copy number leading to half-maximal cost. A cell divides if a number of one is randomly

chosen from a binomial distribution with probability Pdivision and one trial. If a cell is chosen to
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divide, its plasmids are partitioned to two daughter cells binomially.

4.6 Supplementary Videos

4.6.1 Supplementary Video 4.1

Representative time-lapse microscopy images for duplicate origin carbon operon strain

grown in multi-strain microfluidic device with different media types.
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Chapter 5

A standardized set of MoClo-compatible

inducible promoter systems for tunable

gene expression in yeast

5.1 Abstract

Small-molecule control of gene expression underlies the function of numerous engineered

gene circuits that are capable of environmental sensing, computation and memory. While many

recently developed inducible promoters have been tailor-made for bacteria or mammalian cells,

relatively few new systems have been built for S. cerevisiae, limiting the scale of synthetic biology

work that can be done in yeast. To address this, we created the yeast Tunable Expression Systems

Toolkit (yTEST), which contains a set of three extensively characterized inducible promoter

systems regulated by the small-molecules doxycycline, abscisic acid, and asunaprevir/grazoprevir.

Assembly was made to be compatible with the modular cloning yeast toolkit (MoClo-YTK) to

enhance ease of use and provide a framework to benchmark and standardize each system. Using

this approach, we built multiple systems with maximal expression levels greater than those of the

109



strong constitutive TDH3 promoter and fold changes as high as nearly 300. Thus, yTEST provides

a reliable, diverse and customizable set of inducible promoters to modulate gene expression in

yeast for applications in synthetic biology, metabolic engineering and basic research.

5.2 Introduction

Inducible promoters are versatile and widely-used molecular tools. By allowing gene

expression to be extrinsically and dynamically controlled, these systems can be applied to perturb

endogenous regulatory networks [160,161] and build complex genetic devices [50,162]. Inducible

promoters for S. cerevisiae include a number of native and non-native systems that are responsive

to small molecules [160, 163–169], however, many have significant drawbacks that limit their

utility. While native promoters such as pGAL1 and pCUP1 are often used [44] to control

downstream genes with galactose [170] or copper [171], respectively, the use of nutrients as

inducers can lead to unwanted pleiotropic effects on cellular physiology [172, 173]. Likewise,

although bacterial repressors can be used to create inducible systems in eukaryotes by blocking

transcription from constitutive promoters in the absence of small molecules that inhibit their

DNA binding activity to operator sequences [165, 166, 174, 175], these systems are challenging to

tune and can have high basal expression levels. Despite recent work by Chen et al. [165], which

expanded the ability of bacterial repressors to function in yeast, many accessible and broadly

used inducible systems in S. cerevisiae still employ synthetic transcription factors with both

DNA binding (DB) and transcriptional activation (TA) domains that turn on gene expression

from synthetic minimal promoters [161]. These systems include two categories: Inducer-OFF

activators, which initiate gene expression in the absence of inducer, and Inducer-ON activators,

which initiate gene expression in the presence of inducer.

In yeast, multiple Inducer-OFF and Inducer-ON systems have been made with components

from bacteria, viruses and human cells. Fusing bacterial repressors such as TetR or PhlF to one
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or more repeats of the herpes simplex virus VP16 TA domain produces Inducer-OFF activators

where gene expression is inversely correlated with the level of tetracycline or doxycycline

(Dox) [176, 177] and 2,4-diacetylphloroglucinol (DAPG) [164, 165] respectively. The Dox-

responsive system, referred to as Tet-Off, was one of the earliest systems of this kind, and its

transcription factor is known as the tetracycline transactivator (tTA) [177]. Through mutagenesis-

based approaches [176] Inducer-OFF activators that use bacterial repressors as their DNA binding

and inducer sensing elements have been converted into Inducer-ON activators. Notably, mutations

to the TetR component of tTA resulted in the reverse tetracycline transactivator (rtTA) and thereby

Tet-On [176, 178], an Inducer-ON system where gene expression is activated by the addition

of Dox, instead of by its removal. Recently, mutations introduced into two other bacterial

transcription factors, PhlF and LuxR, have successfully yielded Inducer-ON activators responsive

to DAPG and N-(β-Ketocaproyl)-L-homoserine lactone (HSL), respectively [164].

In addition to mutating bacterial repressors, it is also possible to create Inducer-ON

activators via rational design by utilizing the natural functions of certain proteins. The yeast

beta-estradiol inducible systems [167–169, 179] are prominent examples of the successes of

this strategy. Here, transcriptional activators were engineered to be beta-estradiol inducible by

fusing a human estrogen receptor between their DB and TA domains [167–169, 179]. Binding

of beta-estradiol to the receptor domain causes the synthetic transcription factor to translocate

from the cytoplasm into the nucleus where it then activates gene expression [169]. This function

mimics the natural ability of beta-estradiol to bind to and regulate nuclear localization of proteins

containing its hormone-binding domain in human cells [179]. As an inducible system in yeast,

the beta-estradiol system has gone through multiple design iterations [167–169, 180], and has

been used in numerous applications [160, 167, 181]. In addition, a similar inducible activator

responsive to human hormone progesterone was recently made [167]. Together, these features

further underscore the potential of the rational design approach in creating Inducer-ON activators

and highlight how natural proteins or even synthetic systems originally designed for use in
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higher eukaryotes can be redesigned to function in yeast. Indeed, further application of these

approaches is needed as improving existing inducible systems and creating new ones would be

highly beneficial for several reasons.

Firstly, some inducers of the recently reported Inducer-ON systems may be toxic to

yeast at relevant concentrations. For the HSL-On [164]and DAPG-On [164, 166] systems, their

inducers, HSL and DAPG, have been shown to alter yeast budding patterns [182] and negatively

impact mitochondrial metabolism and growth [183], respectively, although these effects of DAPG

have been mild in other studies [166], despite it being an antifungal agent [183]. Secondly, as

even seemingly benign molecules like Dox can impact cells [176, 184], there is an opportunity to

expand the number of available Tet-On systems in yeast as several next-generation or advanced

rtTA variants with greater sensitivities [176] have been reported for mammalian cells. Thirdly,

different inducers may be ill-suited for certain applications. For example, beta-estradiol and

progesterone systems may not function within polydimethylsiloxane (PDMS) microfluidic devices,

as PDMS rapidly sequesters hydrophobic molecules such as hormones [185]. Fourthly, expanding

the number of orthogonal inducible activators for yeast —thereby emulating earlier efforts in

bacteria [186]— would enable small-molecule control of more individual genes and facilitate

the construction of larger genetic circuits, which often use inducible promoters as “sensors” that

act as inputs [50, 162, 165]. Finally, using and comparing different published systems is often

complicated by a lack of standardization [187], since disparate promoters, terminators, fluorescent

reporters, genome integration sites and yeast strains can be used for their construction and testing.

For these reasons, it is clear that there is a need to increase both the quantity and accessibility of

inducible promoter systems, and that doing so would offer greater flexibility for yeast researchers

to select the system that best suits their experimental needs.

Here we address the shortcomings in available options for inducible promoter systems

in S. cerevisiae by developing the yeast Tunable Expression Systems Toolkit (yTEST). By

using the existing literature to identify cutting-edge inducible promoter systems for mammalian
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cells, we redesign several of them to achieve robust performance in budding yeast. The three

systems included in this kit consist of advanced rtTA variants regulated by Dox as well as

inducible promoters regulated by the plant hormone abscisic acid (ABA) and antiviral compounds

asunaprevir and grazoprevir (ASV/GZV). By increasing the number of inducible promoters for S.

cerevisiae, yTEST can potentially facilitate new applications in molecular and synthetic biology.

5.3 Results

5.3.1 A Modular Cloning Framework for Constructing Standardized In-

ducible Systems

To expand the catalog of inducible activators for budding yeast, we leveraged the compar-

atively larger list of these systems created for use in Chinese hamster ovary (CHO) or human cells.

As previously mentioned, several new rtTA variants with improved basal and maximal expression

levels [176] are now frequently used in mammalian cells, although, to our knowledge, many of

these new variants have not been systematically tested in yeast. Indeed, this is true of many novel

Inducer-ON systems recently developed for mammalian cells, which rely on small-molecule

inducers such as ABA [188–190], caffeine [191], rapamycin [192] and the antiviral compounds

ASV/GZV [189, 193]. Given the functionality and robustness demonstrated by these systems

in higher eukaryotes, we set out to systematically and quantitatively test their effectiveness in

budding yeast. Since caffeine and rapamycin are known to inhibit growth in S. cerevisiae [194],

we focused on creating Dox inducible systems with three of the most advanced rtTA variants, as

well ABA and ASV/GZV inducible systems.

To optimize these systems for yeast, we utilized the modular cloning (MoClo) yeast

toolkit (YTK) made by Lee et al [44]. The MoClo yeast toolkit, or MoClo-YTK, contains a

diverse set of 8 different categories of parts —including constitutive promoters, terminators and
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Figure 5.1: Workflow for developing yTEST. (A) Candidate inducible promoters were identified
in the literature from recently reported mammalian cell systems. Three advanced rtTA variants,
the ABA system and the NS3 system were selected for testing in yeast. Doxycyline, abscisic acid
and asunaprevir/grazoprevir, respectively, are the small molecules that control these systems.
(B) Parts for each system were yeast codon optimized, formatted as the appropriate MoClo-YTK
part type and synthesized. New parts were combined with existing MoClo-YTK parts (Lee et
al. [44]) and parts from the Yeast GPCR-sensor Toolkit (Shaw et al. [180]), through Golden Gate
assembly reactions to form cassette plasmids. (C) Each followed a standard format: constitutive
promoters (pConst.) expressed the inducible activators, a minimal LEU2 promoter [180] with
operator sites (pLEU2m+operators) drove the mNeonGreen (mNeon) reporter gene, ADH1 or
ENO1 terminators were used for cassettes containing activators and the ENO2 terminator was
used in mNeon reporter cassettes. All constructs were chromosomally integrated. (D) Promoters
were tested in yeast and induction curve properties were quantified. Induction fluorescence was
expressed relative to pTDH3-mNeon- tENO2. Systems were improved via a design-build-test
build cycle at this stage. (E) yTEST contains the validated parts, expression cassettes and
plasmids from this process.
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plasmid backbones— that are referred to as Types and each contain unique 4 bp overhangs that

enable them to be combined via the Golden Gate reaction-based modular cloning system [61].

Further, new parts can be formatted in this way and used interchangeably with other parts in the

kit, enabling the creation of entirely new MoClo-YTK-based kits for specific applications, such as

the Yeast GPCR-sensor Toolkit made by Shaw et al. [180], which provides parts for engineering

GPCR signaling networks. Thus, MoClo-YTK provides an expandable foundation that enables

rapid cloning, testing, and troubleshooting of customizable genetic constructs; ideal features for

creating and tuning novel inducible promoter systems. Using MoClo-YTK as our basis, we sought

a standardized approach for designing and benchmarking inducible activators. All components

needed for the inducible promoters relying of Dox, ABA and ASV/GZV were first identified

from recently published work (Figure 5.1A). Following MoClo-YTK guidelines, we designed

and created new parts needed for testing each of these three systems, then cloned them, along

with other necessary parts from MoClo-YTK and the Yeast GPCR-sensor Toolkit, into cassette

plasmids (Figure 5.1B). We used a consistent design format for each cassette and integrated them

into the genome (Figure 5.1C) in order to minimize variability and enable comparisons within

and between the three systems after measuring the response of each to its inducer (Figure 5.1D).

For analysis, fluorescence values were expressed relative to those of the TDH3 promoter driving

mNeon (pTDH3¬-mNeon-tENO2), as pTDH3 is a commonly used strong promoter and Lee

et al. found it to be the strongest constitutive promoter in the MoClo-YTK. After testing and

verification, all components needed to use these systems were aggregated to create yTEST and

facilitate broader use (Figure 5.1E).

The individual parts included in yTEST consist of major protein coding and DNA binding

sequences that fall into the part Types 2A, 3, 3A, 3B and 4A. (Figure 5.2). As noted above,

since yTEST was designed to work within the MoClo-YTK framework and alongside similar

kits, complete assembly from individual parts of the three inducible systems described here also

requires parts from MoClo-YTK and the Yeast GPCR-sensor Toolkit. Importantly, this includes
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Figure 5.2: Parts included in yTEST. The Dox inducible rtTA systems consist of parts for
DNA binding (Type 2A) that contain 7 repeats of the Tet operator sequence (tetO7) and several
advanced rtTA variants (Type 3). The abscisic acid (ABA) inducible systems use Type 2A
parts with 7 repeats of the PhlF operator sequence (phlfO7), DB (PhlF-NES) and TA (NLS-
VP48, NLS-VP48-1XOaf1, NLS-VP48-2XOaf1) domain Type 3A parts and Type 3B parts for
controllable heterodimerization (ABI and PYL1). The NS3 systems use a Type 3B NS3 domain
for inducible control with asunaprevir/grazoprevir and Type 4A parts for TA domains (VP48,
VP48-2XOaf1). The NS3 system requires two parts from the Yeast GPCR-sensor Toolkit by
Shaw et al.23, the Type 2A parts with 6 repeats of the LexA operator sequence (lexAO6) and
the Type 3A LexA-NLS part for DNA binding. For testing all systems, a Type 3 mNeonGreen
fluorescent reporter was used and the Type 2B pLEU2m from the Shaw et al. Yeast GPCR-sensor
Toolkit was used as the core promoter for all three systems. Where noted NLS and NES indicate
nuclear localization and nuclear export sequences added to parts, respectively.

the minimal LEU2 promoter [180] (pLEU2m) from the Yeast GPCR-sensor Toolkit, which we

use as the core promoter for each system, as Shaw et al. demonstrated that pLEU2m exhibits

superior induction properties compared to other minimal promoters, including the often-used

CYC1 minimal promoter.

5.3.2 Doxycycline Inducible Systems with Advanced rtTA Variants

The rtTA component of the Tet-On system has been in a continual state of improvement

in mammalian cells. While Roney et al. [195] adapted the rtTA-M2 variant for use in yeast,

which includes several mutations that improve its functionality relative to the original rtTA [196],

and produced multiple variants with mutations further enhancing its function, there has been no

direct comparison among the most advanced systems used in mammalian cells. These principally
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include the variants rtTA3, based on work by Das et al. [197], and rtTA-v10 (also known as

Tet-3G19) and rtTA-v16 from Zhou et al [198], which contain different mutations and, in the case

of rtTA3, different TA domains (Fig. 5.7). Therefore, we set out to systematically test each of

these variants in yeast and evaluate the tradeoffs each provides in terms of sensitivity to Dox,

basal expression, maximal expression, and fold change.

To tune each system, we placed rtTA3, rtTA-v10 and rtTA-v16 under the control of

constitutive promoters of various strengths (Fig. 5,8) and tested the induction properties of each

configuration using tetO7-pLEU2m driving mNeon (Figure 5.3A). We started with the medium

strength constitutive promoter pRPL18B, and found that all three systems showed increases

in expression of the mNeon reporter as Dox levels increased (Figure 5.3B), as expected. The

rtTA3 and rtTA-v10 systems exhibited relatively low basal expression levels in the absence

of Dox that were 1.2 and 5.1X higher that background levels in BY4741 strains without any

fluorescent proteins (Figure 5.3E) and had maximal expression levels 1.2 and 2.1X that of pTDH3-

mNeon (Figure 5.3B, E and F), respectively. Meanwhile, the rtTA-v16 system exhibited both

high maximal and basal expression levels, with the latter even exceeding the levels achieved by

pTDH3-mNeon (Figure 5.3B, E and F). Indeed, similar results for this system were previously

obtained in mammalian cells, where cells transiently transfected with non-integrating plasmids

exhibited high basal expression levels [176]. As a result, we decided to further test each of the

three variants by increasing the strengths of the promoters expressing rtTA3 and rtTA-v10, and

decreasing the strength of the promoter expressing rtTA-v16.

To accomplish this, we used pTDH3 to drive rtTA3 and rtTA-v10, and the weak promoters

pRNR2 and pRAD27 to drive rtTA-v16. Using pTDH3 lead to only modest increases in maximal

expression relative to pRPL18B: 20.6% for rtTA3 and 4.2% for rtTA-v10. However, this change

in promoter had large effects on basal expression levels, which increased approximately 10-fold

for rtTA3 and 2-fold for rtTA-v10 (Figure 5.3C, E and F). On the other hand, the use of either

pRNR2 or pRAD27 in combination with rtTA-v16 substantially reduced basal expression levels
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for this system by more that 20-fold compared to when used with pRPL18B (Figure 5.3E). Further,

maximal expression levels remained high, with both promoters allowing rtTA-v16 to still achieve

approximately 2X higher maximal levels than pTDH3-mNeon. In total, pRPL18B-rtTA3 resulted

in the system with the greatest fold change, reaching maximal levels nearly 120 times that of its

basal levels (Figure 5.3G). The pRNR2-rtTA-v16 and pRPL18B-rtTA-v10 systems also had high

fold changes of 38 and 47-fold, respectively (Figure 5.3G). In terms of sensitivity to Dox, the

rtTA-v16 and rtTA-v10 systems were able to respond to much lower Dox concentrations than

the rtTA3 systems (Figure 5.3H). The EC50 value for the most sensitive rtTA system (excluding

pRPL18B-rtTA-v16), pRNR2-rtTA-v16, was 27.5 nM while the EC50 for the least sensitive

system, pRPL18B-rtTA3, was 136.1 nM, nearly a 5-fold increase.

When considered together, the Dox inducible systems described here offer a spectrum of

choices where systems with multiple induction properties can be utilized. For example, the highly

Dox sensitive pRNR2-rtTA-v16 system would likely be most useful for applications requiring

prolonged continuous induction, such as replicative aging experiments which are carried out

over the course of several days in microfluidic devices [199], in order to limit the amount of

Dox that cells are exposed to while still offering tight control and strong maximal expression.

Alternatively, pRPL18B-rtTA3 would be preferred when limiting basal expression is paramount,

such as cases where even low levels of a gene can produce a large effect. As an example, in

the genome-wide screen performed by Arita et al [160], they found that basal expression levels

from their beta-estradiol inducible system were high enough that when certain essential genes

were placed under inducible control, growth was permitted even in the absence of beta-estradiol.

This promoted them to redesign their beta-estradiol system to reduce its basal expression. Thus,

having multiple options, even for systems using the same inducer, can be highly useful.

118



D
ox

yc
yc

lin
e 

E
C

50
 (n

M
)

100

0

50

In
du

ce
d 

Fo
ld

 C
ha

ng
e

60

0

30

90

120

FL
 (F

ol
d 

ov
er

 p
TD

H
3-

m
N

eo
n)

 

Doxycycline (nM)
0.1 1 10 100 1000

2

0

1

3
pRPL18B-rtTA3
pRPL18B-rtTA-v16
pRPL18B-rtTA-v10

Doxycycline (nM)
0.1 1 10 100 1000

2

0

1

3
pRAD27-rtTA-v16
pRNR2-rtTA-v16

Doxycycline (nM)
0.1 1 10 100 1000

2

0

1

3
pTDH3-rtTA3
pTDH3-rtTA-v10

M
ax

 F
L 

(fo
ld

 o
ve

r p
TD

H
3-

m
N

eo
n)

 

1.0

0

0.5

1.5

2.0

B
as

al
 F

L 
(fo

ld
 o

ve
r B

Y
47

41
) 

pConst. tADH1

rtTA3 rtTA-v10 rtTA-v16

rtTA variant

pTDH3

pRNR2

pr
om

ot
er

 s
tre

ng
th

pRPL18B

pRAD27

Next-generation rtTAs tested:

mNeon
tetO7-pLEU2m tENO2

- Dox + Dox

OFF ON

+ doxycycline (Dox)

MoClo-YTK 

B

A

C D

F G HE

pR
PL

18
B

pR
AD

27

pR
N

R
2

��������

pR
PL

18
B

pT
D

H
3

��������

pR
PL

18
B

pT
D

H
3

�����

pR
PL

18
B

pR
AD

27

pR
N

R
2

��������

pR
PL

18
B

pT
D

H
3

��������

pR
PL

18
B

pT
D

H
3

�����

pR
PL

18
B

pR
AD

27

pR
N

R
2

��������

pR
PL

18
B

pT
D

H
3

��������

pR
PL

18
B

pT
D

H
3

�����

pR
PL

18
B

pR
AD

27

pR
N

R
2

��������
pR

PL
18

B

pT
D

H
3

��������

pR
PL

18
B

pT
D

H
3

�����

10

0

5

40

120

80

tetO7-pLEU2m tetO7-pLEU2m

Figure 5.3: Design and induction properties of rtTA Dox inducible systems. (A) The advanced
rtTA variants rtTA3, rtTA-v10 and rtTA-v16 are tested by tuning their expression levels with
MoClo-YTK promoters pRAD27, pRNR2, pRPL18B and pTDH3. Binding of Dox to the rtTA
variants allows them to bind to tetO7-pLEU2m and express the mNeon fluorescent reporter. (B)
Induction curves of the three variants driven by pRPL18B. (C) Induction curves of rtTA3 and
rtTA-v10 driven by pTDH3. (D) Induction curves of rtTA-v16 driven by pRAD27 and pRNR2.
Fluorescence (FL) values for each induction were normalized relative to mNeon fluorescence
when constitutively expressed by pTDH3 (pTDH3-mNeon). Circles represent mean values from
n=3 replicates and error bars represent standard deviation (SD). (E) Basal FL levels of all tested
rtTA systems expressed relative to the BY4741 strain not expressing any fluorescent protein.
Mean BY4741 FL was normalized to 1 and is indicated by the dashed line. The shaded region
represents one s.d. above and below the mean. pTDH3-mNeon FL is indicated by the solid black
line. (F) Maximal expression levels of each rtTA system expressed relative to pTDH3-mNeon
(solid black line). (G) Fold change values for each rtTA system, calculated by dividing the
maximal expression level by the basal expression level. (H) EC50 values for each rtTA system,
the Dox concentration at half-maximal expression, indicating the sensitivity of each system to
Dox. 119



5.3.3 ABA Inducible Systems based on ABI and PYL1 Heterodimerization

Having demonstrated that rtTA variants can be efficiently tuned in yeast with a MoClo-

YTK-based approach, we wanted to use similar methods to design, build and test ABA inducible

systems. ABA is a plant hormone that induces heterodimerization of the proteins ABI and

PLY144. Notably, Chang et al. [188] used these properties to create an ABA inducible promoter

system in CHO cells that exhibited induction properties similar to those of rtTA3. Their design

utilized two constitutively expressed chimeric proteins. One consisted of PhlF, serving as the DB

domain, fused to ABI as well as a nuclear export signal (NES), while the other protein contained a

nuclear localization signal (NLS), PYL1 and the VP16 TA domain. Given the strong performance

of this system in CHO cells, we reasoned that similar performance could be achieved in yeast.

The design of our ABA inducible promoter system generally followed the Chang et al.

[188] organization of parts (Figure 5.4A). In order to modulate the induction properties of the ABA

system, we tested three different activation domains, starting with VP48, which consists of three

repeats of the minimal VP16 TA domain [200]. In this first configuration, a functional inducible

promoter was built that responded to micromolar concentrations of ABA (Figure 5.4B and H),

exhibited basal expression levels in the absence of ABA that were virtually indistinguishable

from BY4741 background fluorescence (Figure 5.4E) and had maximal expression that was 33%

of pTDH3¬-mNeon (Figure 5.4B and F). Despite having maximal expression levels well below

pTDH3¬-mNeon, the system had a 74X fold change (Figure 5.4G) due to its low basal expression

levels. The EC50 value of this system was 10.8 µM (Figure 5.4H).

Moving forward, we reasoned that we could improve this system by increasing the

strength of the activation domain. To do this, we fused one or two copies of the activation

domain of the yeast transcription factor Oaf1 to VP48, which we denote as VP48-1XOaf1 and

VP48-2XOaf1 (Fig. 5.9), respectively. We selected the Oaf1 activation domain because of its

potency and compactness; a recent screen by Sanborn et al. [201] identified Oaf1 as having

one of the strongest TA domains in yeast, and it was previously shown to consists of just 27
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amino acids in its C-terminus [202, 203]. When the VP48-1XOaf1 and VP48-2XOaf1 variants

were tested, we noted marked increases in not only the maximal expression levels reached, but

also in the sensitivities to ABA (Figure 5.4C and D). Basal expression levels for VP48-1XOaf1

remained nearly identical to the original ABA system using VP48 as well as to the background

fluorescence levels measured for BY4741 (Figure 5.4E), while maximal levels were 1.5X higher

than pTDH3-mNeon (Figure 5.4F), yielding a fold change of nearly 300X for this system and

representing a more than 350% improvement in fold change relative to the ABA system using only

VP48. For the VP48-2XOaf1 system, basal expression was 3.3X higher than BY4741 background

levels (Figure 5.4E) and maximum expression was 1.7X that of pTDH3-mNeon (Figure 5.4F),

resulting in a fold change of 77. In terms of sensitivity to ABA, when compared to the original

VP48 system, the addition of 1XOaf1 or 2XOaf1 to the activation domain decreased the EC50

values by 96% and 98%, respectively, (Figure 4H). The EC50 of the VP48-2XOaf1variant ( 190

nM) was less than half that of the VP48-1XOaf1variant ( 403 nM).

From these results, it is clear that robust ABA inducible promoters can be built in yeast and

that tuning the strength of the activation domain allows a wide range of dose-response properties

to be realized. Further, by holding all parts of the system constant and only increasing the

strength of the TA domain, we demonstrated that tradeoffs can exist between maximal expression,

sensitivity and basal expression. While the addition of 1XOaf1to VP48 dramatically improved the

maximal expression and sensitivity at little cost to the basal expression levels (a 13.5% increase),

further improvement of VP48-1XOaf1 by adding an additional Oaf1 TA domain resulted in a

10.5% in the max and 52.8% decrease in the EC50 but concomitantly increase the basal expression

by more than 320%. These findings underscore the need for a multitude of easily customizable

inducible systems to be made widely available, as it is unlikely that a single system possesses

ideal characteristics across all performance metrics.
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Figure 5.4: Design and induction properties of ABA inducible systems. (A) Two fusion proteins,
one composed of PhlF an NES and ABI and the other composed of an NLS, PYL1 and a TA
domain, were placed under the control of pTDH3. The NES on the ABI fusion protein promotes
its export from the nucleus in the uninduced state, limiting its interactions with the PYL1
fusion protein which harbors an NLS and localizes to the nucleus. For expression of mNeon,
pLEU2m fused to 7 repeats of the PhlF operator sequence (phlfO7-pLEU2m) was used. ABA
promotes heterodimerization of the ABI and PYL1 chimeric proteins, allowing the complex
to bind to phlfO7-pLEU2m and express mNeon. Three different activation domains were
tested: VP48, VP48-1XOaf1 and VP48-2XOaf1. (B) Induction curve of the ABA system with
VP48 as the activation domain. (C) Induction curve of the ABA system with VP48-1XOaf1
as the activation domain. (D) Induction curve of the ABA system with VP48-2XOaf1 as the
activation domain. Fluorescence (FL) values for each induction were normalized relative to
mNeon when constitutively expressed by pTDH3 (pTDH3-mNeon). Circles are mean values
from n=4 replicates and error bars are SD. (E) Basal FL levels of ABA systems with each of
the three different activation domains tested and expressed relative to the BY4741 strain not
expressing any fluorescent protein. Mean BY4741 FL (dashed line) was normalized to 1. The
shaded region represents one SD above and below the mean. (F) Maximal expression levels
of each ABA system expressed relative to pTDH3-mNeon (solid black line). (G) Fold change
values for each ABA system (maximal expression divided by basal expression). (H) EC50
values for each system.
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5.3.4 ASV and GZV Inducible Systems based on Controllable NS3 Prote-

olytic Cleavage

To create a third inducible system that was orthogonal to the rtTA and ABA systems,

we built upon work by Tague et al. [193] that used the NS3 serine protease from the hepatitis

C virus (HCV) as the basis for constructing an inducible activator in mammalian cells. NS3

denotes a domain within the HCV nonstructural (NS) polyprotein that internally cleaves multiple

recognition sites to produce the NS4 and NS5 proteins inside host cells [204]. Several antiviral

small-molecules, including ASV and GZV, have been developed to block this critical step in HCV

infection and work by binding to NS3 and inhibiting its proteolytic activity [193, 205, 206]. To

create an inducible promoter system with these molecules, Tague et al. [193] designed a synthetic

transcription factor with NS3 fused to a DB domain on its N-terminus and a TA domain on its

C-terminus. Immediately flanking the NS3 domain are its two cleavage sites, termed NS4A/4B

and NS5A/5B, which are cut in the absence of antiviral drugs, thereby stopping the association

of the DB and TA domains of the transcription factor and preventing it from activating gene

expression. However, when the antivirals are added to this system they enable NS3 to act as a

ligand-inducible connector, as cleavage at the NS4A/4B and NS5A/5B sites is inhibited and the

intact transcription factor can successfully switch on gene expression.

To port this system into yeast, we designed a Type 3B part that includes a yeast codon

optimized version of the NS3 domain and flanking NS4A/4B and NS5A/5B cut sites from Tague

et al. (Fig. 5.10). For the TA and DB domains, we used VP48-2XOaf1 (validated for the

aforementioned ABA system) and the bacterial LexA transcription factor from the Yeast GPCR-

sensor Toolkit, respectively (Figure 5.5A). Upstream of pLEU2m driving the mNeon fluorescent

reporter, we used lexAO6, featuring six copies of the LexA operator sequence, a Type 2A part

that also came from the Yeast GPCR-sensor Toolkit (as did pLEU2m). After assembling these

parts into cassettes and integrating them into yeast, we tested the performance of the NS3 system

123



- ASV/GZV
OFF ON

mNeon
tENO2

+ ASV/GZV

lexAO6-pLEU2m

lexAO6-pLEU2m lexAO6-pLEU2m

+ asunaprevir (ASV) or
grazoprevir (GZV)

pTDH3 tADH1
NS3NLSLexA VP48-2XOaf1

0.15

0

0.05

0.25

0.20

0.10

0
Asunaprevir (µM)

0.1 1 10 100

FL
 (F

ol
d 

ov
er

 p
TD

H
3-

m
N

eo
n)

 

NS3-ASV

0.15

0

0.05

0.25

0.20

0.10

0
Grazoprevir (µM)

0.1 1 10 100

NS3-GZV

B
as

al
 F

L 
(fo

ld
 o

ve
r B

Y
47

41
) 

10

0

5

GZVASV GZVASV
0

0.05

M
ax

 F
L 

(fo
ld

 o
ve

r p
TD

H
3-

m
N

eo
n)

 

0.10

0.15

0.20

GZVASV

4

0

2

6

In
du

ce
d 

Fo
ld

 C
ha

ng
e

A
su

na
pr

ev
ir/

G
ra

zo
pr

ev
ir 

E
C

50
 (µ

M
)

0

5

10

GZVASV

A B C

D F GE

Figure 5.5: Design and induction properties of NS3 inducible system. (A) The transcriptional
factor for the NS3 system consisted of LexA-NLS (from the Yeast GPCR-sensor Toolkit [180])
as the DB domain and VP48-2XOaf1 as the TA domain. Responsiveness to ASV and GZV
was made by placing NS3, its cofactor NS4A, and its two cut sites, NS5A/5B and NS4A/4B,
between the DB and TA domains. In the absence of ASV or GZV, NS3 cleaves the NS5A/5B and
NS4A/4B sites towards its N-terminus and C-terminus, respectively, severing the transcription
factor and preventing transcription of mNeon from lexAO6-pLEU2m (from Yeast GPCR-sensor
Toolkit). (B) Induction curve of the NS3 system with ASV as the inducer (n=3 replicates). (C)
Induction curve of the NS3 system with GZV as the inducer (n=4 replicates). Fluorescence
(FL) values for each induction were normalized relative to pTDH3-mNeon. Circles are mean
values and error bars are SD. (E) Basal FL levels of the NS3 system when induced by ASV
and GZV and expressed relative to the BY4741 strain not expressing any fluorescent protein.
Mean BY4741 FL (dashed line) was normalized to 1. The shaded region represents one SD
above and below the mean. (F) Maximal expression levels of the NS3 system when induced by
ASV and GZV (relative to pTDH3-mNeon indicated by the solid black line). (G) Fold change
values for the NS3 system when induced by ASV and GZV (maximal expression divided by
basal expression). (H) EC50 values for the NS3 system for ASV and GZV induction.
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using two antiviral small-molecule drugs, ASV and GZV, and saw increased mNeon fluorescence

in response to increased concentration of both compounds (Figure 5.5B and C). As expected,

basal levels were nearly identical (Figure 5.5D) since the same NS3 system was used in each

experiment, with only the type of inducer changed. Maximum values reached by both systems

were considerably lower than those achieved by the rtTA and ABA systems, reaching only 0.22X

that of pTDH3-mNeon for induction with ASV and 0.13X that of pTDH3-mNeon for induction

with GZV (Figure 5.5E). As a result, fold changes of only 6.8 and 4.5 were obtained when using

ASV and GZV, respectively (Figure 5.5F). In terms of sensitivity to the two different inducers,

use of ASV resulted in an EC50 of 12.8 µM, which was reduced nearly 20% to 10.4 µM when

GZV was used (Figure 5.5G).

While these results demonstrate that it is possible to design an NS3-based inducible pro-

moter system in yeast, the maximal expression levels achieved for this system were considerably

lower than those obtained for the best performing rtTA and ABA system variants. For example,

pRNR2-rtTAv16 and ABA system with VP48-2XOaf1 had maximum levels of 2X and 1.7X those

of pTDH3-mNeon, while the highest value for the NS3 system was only 0.22X of pTDH3-mNeon

when ASV was used as the inducer. One possible explanation for the lower expression levels

observed in the NS3 systems is that the protease activity of NS3 is not fully suppressed in yeast

by the ASV and GZV inducers. Indeed, a similar observation was made by Chung et al. [206],

who created an NS3-based controllable degron system for protein tagging and degradation termed

SMASh (small molecule-assisted shutoff) and found that this system experienced higher levels of

NS3 proteolytic activity in yeast than in mammalian cells, even in the presence of ASV. However,

the authors were able to ameliorate this problem by using only the NS4A/4B cleavage site in

their system, which is cut more slowly by NS3 than the NS5A/5B site, and noted that a potential

reason why this change reduced basal expression in yeast when no such change was needed in

mammalian cells was that the proteolytic activity of NS3 maybe be higher at 30°C than at 37°C.

Therefore, these findings suggest that the maximal expression levels of the NS3 system designed
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Figure 5.6: Construction and validation of MCS inducible system integration plasmids. (A) For
selected systems, mNeon was replaced in the multigene integration plasmid, which contained
the inducible activator and promoter, and was replaced by an MCS. (B) MCS plasmids allow
restriction enzymes that produced both blunt and sticky ends to be used to insert a gene of
interest (GOI) into the plasmid so that its expression can be controlled by the upstream inducible
system. Both Gibson Assembly and standard restriction-ligation cloning can be used to insert
the GOI. (C) Design of a pRNR2-rtTAv16 MCS integration plasmid (left) and validating its
function by reinserting mNeon and testing the induction properties of the MCS version of this
system compared to the original.

here could potentially be improved by removing the NS5A/5B site in our construct and using two

NS4A/4B cleavage sites.

5.3.5 Multiple Cloning Site Plasmids for Rapid and Customizable use of

Inducible Systems

While yTEST includes the parts need to assemble inducible systems and modify them to

express genes of interest, we realized that some groups may want a simplified method for placing
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a gene of their choice under the control of Dox, ABA or ASV/GZV. To address this, we also

created versions of the multigene inducible system integration plasmids where a multiple cloning

site (MCS) is included in place of mNeon (Figure 5.6A). These MCS integration plasmids make

it simple to insert a desired gene by restriction-ligation cloning or Gibson Assembly (Figure 5.6B)

and was done for the following systems: pRNR2-rtTAv16, pRPL18B-rtTA3, the ABA system

with VP48-2XOaf1 and the NS3 system (Fig. 5.11).

To validate this approach, we re-inserted mNeon into the pRNR2-rtTAv16 MCS integration

plasmid by digesting the MCS plasmid with the blunt-end restriction enzyme PmeI, followed by

a Gibson Assembly reaction to insert mNeon into the linearized plasmid. We then integrated the

resulting construct into yeast and tested its behavior. As expected, we found that the pRNR2-

rtTAv16 system was able to express mNeon upon the addition of Dox, however, we saw a smaller

maximal response compared to the original plasmid system (Figure 6C). This is potentially due

to changes in the 5’ UTR from leftover base pairs of the MCS. Existing research suggests that

modifications to the 5’ UTR can have significant impacts on gene expression levels from synthetic

promoters in yeast [207]. Nonetheless, our results suggest that the MCS versions of the inducible

system integration plasmids will be a useful tool for researchers who wish to quickly utilize an

inducible system in yTEST to control the expression of target gene in yeast.

5.4 Discussion

Inducible promoter systems are widely used by yeast researchers in both molecular and

synthetic biology research. However, currently available systems are few in number and lack

standardization. Here, we detail the development and characterization of yTEST, an extension of

the MoClo-YTK which includes parts for constructing yeast inducible promoter systems with

broad ranges of dose-responses to three different small-molecule inducers. Thus, by choosing

different systems included in yTEST, different sensitivities to inducers as well as different basal
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and maximal expression levels can be achieved. This is a critical feature of this kit, as different

applications can require very high expression levels of transgenes, digital or analog-like responses

to inducers, or tight control of gene expression with minimal leakiness.

The yTEST kit presented here represents part of a growing list of recently reported

MoClo-based kits with parts for CRISPR/Cas9 genome engineering [208], optogenetics [209]

and signaling pathway modulation [180] in yeast. Future work can further build upon and

expand yTEST to included additional inducible promoter systems as well as include other

modes of inducible regulation. Further, we also envision that a similar kit for small molecule-

controlled protein degradation could be designed for yeast which could include the auxin [210]

and thrimethoprim (TMP) [211] inducible protein degradation systems.

Ultimately, we designed and built yTEST with the goal of helping to expand what is

possible in yeast synthetic biology. As more extensions of the MoClo-YTK are developed, we

expect that the accessible and plug-and-play nature of this assembly framework will result in

many innovations that use and combine parts from different kits in unique ways. As a result, S.

cerevisiae may become increasingly used for synthetic biology applications of the future.

5.5 Supplemental Figures
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Fig. S2
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Figure 5.8: Promoter characterization. Fluorescence measurements for the pTDH3, pRPL18B,
pRAD27, pRNR2, and pREV1 promoters driving mNeonGreen relative to the expression level
of pTDH3-mNeonGreen. BY4741 is the background strain without any fluorescent protein
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Figure 5.9: Design of activation domains. (A) Sequence of VP48 minimal activation domain
protein sequence from Cheng et al. [200]. (B) Core Oaf1 activation domain protein sequence
from Piskacek et al. [203]. (C) Design of VP48 minimal AD fused to one or two repeats of the
core Oaf1 AD used in this study. Glycine and serine sequences were inserted as linkers.
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Figure 5.10: Core components of the NS3 protease sequence.
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Figure 5.11: Multiple-cloning site (MCS) plasmids. For each of the three kinds of inducible
systems, MCS plasmids were constructed. In yTEST we have included MCS plasmids for the
NS3 system, pRNR2-rtTAv16 and pRPL18B-rtTA3 systems as well as the VP48-2XOaf1 ABA
system. The layout of the restriction enzyme cut sequences for inserting genes for inducible
control under each of these systems is shown.
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Fig. S6
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Figure 5.12: Background BY4741 strain growth vs. inducer concentration.
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5.6 Methods

5.6.1 Yeast Strains and Transformations

The BY4741 strain (MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0, from the Nan Hao Lab

at UCSD) was used for all experiments. For transforming yeast strains with linearized cas-

settes we used the “Super-High Efficiency” yeast transformation protocol by William Shaw

(https://benchling.com/protocols/hYSdel7a/yeast-transformation-super-high-efficiency) with some

minor changes made. Briefly, a single BY4741 colony from a YPD agar plate was inoculated

liquid YPD media and grown overnight at 30°C. This culture was then diluted 1:50 into 50 mL

of YPD the following day and grown at 30°C for 5-6 hours. After this growth period, cells

were placed in 50 mL Falcon tubes and spun down in a centrifuge for 10 minutes at 2000 rpm.

YPD media was then replaced with 0.1 M lithium acetate (25 mL) and the pellet was resus-

pended then centrifuged again and then resuspended in 1 mL of fresh 0.1 M lithium acetate

(LiOAc). From this 1 mL of cells in LiOAc, we used 100 µl for individual transformations

and this volume was aliquoted into Eppendorf tubes. To begin, 10 µL of salmon sperm carrier

DNA (boiled for 8 minutes at 100°C and then cooled on ice while cells were being centrifuged)

was added to each tube of cells at room temperature (RT) and a half hour later 900 µL of a

mixture of 30% PEG-3350 (Sigma-Aldrich), 0.1 M lithium acetate and 10% DMSO was added

and mixed with cells by gently pipetting up and down. After resting at RT for a half hour a

heat shock at 42°C for 14 minutes was done and then the cells were centrifuged for 2 minutes

at 8000 rpm so that the transformation mix could be removed with a pipet. Then, cells were

gently mixed with 250 µL of 5 mM calcium chloride and allowed to incubate at RT for 10

minutes before being plated on synthetic complete (SC) agar plates with the appropriate nu-

trient selection. After colonies were visible, they were re-streaked onto YPD plates and yeast

colony PCR was done to verify which colonies had been properly transformed. For creating

-80°C glycerol stocks of correctly transformed colonies, we followed the McClean lab proto-
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col (https://openwetware.org/wiki/McClean: Glycerol stocks (yeast)) and combined 900 µl of

overnight yeast culture with 900 µl of 30% glycerol.

5.6.2 Golden Gate Assembly Protocol

For Golden Gate cloning we followed the protocol established by Lee et al. 2015 for

MoClo-YTK [44]. Generally, we often combined parts at 20 fmol and used vector backbones at

10 fmol for Golden Gate assemblies. For 10 µL reactions, these components were added to PCR

tubes with 0.5 µL T7 DNA Ligase (New England BioLabs Inc (NEB)), 1 µL T4 DNA Ligase

(NEB), 0.5 µL BsmBI-v2 or BsaI (2000 U/µL) (both from NEB) and filtered dH2O was added to

reach the 10 µL volume. We used the following thermocycler protocol: digestion for 2 minutes at

42°C for 25 cycles and ligation for 5 minutes at 16°C, followed by a final digestion step for 10

minutes at 60°C and a heat inactivation step for 10 minutes at 80°C.

5.6.3 Construction of Parts and Plasmids.

yTEST parts were designed by sourcing the DNA sequences of needed parts from the

literature and/or Addgene and then yeast codon optimizing them using the Integrated DNA

Technologies (IDT) codon optimization tool. For each part type the appropriate MoClo-YTK

overhangs were added to the sequence. When needed, the sequence of a part was in certain

cases changed from the codon optimizated version in order to remove restriction sites for BsmBI,

BsaI and NotI. These DNA sequences were then ordered as gBlocks from IDT or ordered from

Genewiz. Parts were then cloned into the MoClo-YTK entry vector pYTK001 by BsmBI mediated

Golden Gate assembly and transformed into DH5α E. coli, and plated on chloramphenicol LB

plates. Colonies on these plates were sequenced (Sanger sequencing) to verify the presence

of a correctly formed construct and these plasmids were then used for assembly of inducible

systems. For single-gene cassettes parts were assembled by BsaI Golden Gate reactions into the
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vector pYTK095, while multigene cassettes were formed from BsmBI Golden Gate reactions

using pYTK096, the pre-assembled MoClo-YTK URA3 integration plasmid. DH5α competent

cells were used to transform these contrstructs and kanamycin or ampicillin selection on LB

agar plates was used where appropriate. Colony PCR was used to verify correctly assembled

cassettes, which were then grown in LB containing ampicillin or kanamycin and plasmids were

miniprepped (Qiagen). RE digestion of the plasmids was performed to verify that constructs were

of the expected length.

5.6.4 Characterization of Inducible Promoters

For testing strains, colonies were first streaked out on YPD plates and grown at 30°C. A

protocol similar to those done by Lee et al.12 and Shaw et al. [180] was followed. Once colonies

were of a large enough size they were added to 500 µL of SC media in 96-well plates (deep,

round-bottom), covered with Breathe-Easier Sealing Film (Diversified Biotech) and grown at

30°C overnight for approximately 18hrs, shaking at 750 RPM on a Scilogex MX-M Microplate

Mixer. After this time, cultures were diluted 1:100 in fresh SC media in the same 96-well plates

and small-molecule inducers were added at this time. Cells were grown for 6 more hours (at

30°C and 750 RPM) in the presence of each inducer. Doxycycline was diluted in water to 100X

the concentration needed in the most concentrated well, then serially diluted and added to each

well at 1:100 when doing the dilution. The stock we worked off of was 2 mM doxycycline in

water. ABA was diluted in SC with NaOH (for solubility) and then serial dilutions were made

in SC+NaOH (so NaOH levels were constant across all levels of inducer) and then added to

the plates. The main stock used was 500uM ABA in SC with 0.04% v/v 1N NaOH. GZV and

ASV master stocks were created by adding DMSO directly to 5mg grazoprevir/asunaprevir to

achieve a final concentration of 10mM. This master stock was used to make 100X stocks of

GZV/ASV for use in experiments. After the 6-hour induction and growth period, mNeon and

OD600 levels were measured. To do this we added 200 µl of culture from each well and added
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it to the well of a black-walled and clear bottom plate (Tecan). In addition, these plates also

had wells with a strain expressing pTDH3-mNeonGreen, a BY4741 strain not expressing any

fluorescent protein and blank SC media wells containing no yeast cells. These wells were also

tested with each concentration of inducer. For wells with BY4741 without a fluorescent protein,

mNeon fluorescence values for all inducer concentrations were average together this value was

used to subtract a background strain fluorescence from the strains containing inducible systems.

OD600 values were processed in the same manner and mNeon fluorescence was divided by the

OD600 for each strain. A Tecan Infinite 200 microplate reader was used to perform fluorescence

measurements and mNeon fluorescence was measured with an excitation value of 499 nm and

emission value at 533 nm.

5.6.5 Analysis of Induction Curves

To analyze induction curves for each inducible system we used the DRC package [212]

in R. First, we calculate mean fluorescence and OD for all blank media wells in the run. We

then subtracted the mean blank fluorescence and OD from mean background (BY4741 strain)

fluorescence and OD. For every other well we then subtracted the mean blank fluorescence from

that well’s fluorescence, subtracted the mean blank OD from that well’s OD, and divided that

well’s new fluorescence by its new OD. This is normalized fluorescence. Next, we calculate

the mean normalized fluorescence for pTDH3-mNeonGreen (yRO163 strain) and divided each

measurement by the mean normalized fluorescence for it. We then fit all measurements for each

strain, across different concentrations of inducer, to a four-parameter log-logistic model. Finally,

we extracted parameters for hill coefficient, half-maximal dose (EC50), maximum expression,

and basal expression from the model. For plots where expression was displayed in terms of

fold-change over background, we divided each measurement by the normalized fluorescence for

the background (BY4741 strain) instead of the normalized fluorescence for pTDH3-mNeonGreen

(yRO163 strain). Fold change was calculated by taking the maximal expression level and dividing
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it by the basal expression level.

5.6.6 Creation of Inducible System Integration Plasmids with Multiple

Cloning Site

To create versions of the NS3, ABA VP48-2XOaf1, pRNR2-rtTAv16 and pRPL18B-

rtTA3 multigene, yeast-integration plasmids where the mNeonGreen CDS was replaced with

a MCS sequence (GTTTAAACGAGCTCGCTAGCCTCGAGTCTAGAGTCGACCTGCAGG),

we PCR-amplified the plasmids with Q5 DNA polymerase (NEB) in a 50uL reaction with the

following primers: 5’- TCGAGTCTAGAGTCGACCTGCAGGtaactcgagagtgcttttaactaagaatta-3’

and 5’-GGCTAGCGAGCTCGTTTAAACagatcttagaatggtatatccttgaaatata-3’. Following PCR

amplification, Template DNA was removed by adding 1uL DPNI directly to PCR and incubating

at 37C for 30 min. The PCR fragments were then run on an agarose gel and extracted. The linear,

gel extracted fragments were re-circularized by ligation in a 10uL reaction. 1uL of DNA was

mixed with 7uL H2O, 1uL T4 Ligase Buffer, 0.5uL T4 PNK, and 0.5uL T4 DNA Ligase and

incubated at 37C for 30 minutes followed by incubation at room temperature for 2 hours. 5uL of

the ligation reaction mix was used to transform 100uL chemically competent DH5alpha E. coli.

The MCS-containing plasmids were then verified by Sanger Sequencing. To ensure that the MCS

could be used to clone new genes into the inducible systems, we placed the mNeon-Green back

into the pRO248-MCS plasmid using the MCS. The pRO248-MCS was digested with the blunt-

end restriction enzyme PMEI. 1ug of DNA was digested in a 50uL reaction. To create a linearized

mNeonGreen CDS with Gibson-assembly compatible overhangs for assembly with the PMEI

digested pRO248-MCS plasmid, mNeonGreen was PCR amplified with Q5 DNA polymerase in

a 50uL reaction with the following primers: 5’-taccattctaagatctgtttatgGTTTCAAAAGGGGAG-3’

and 5’-cgaggctagcgagctcgtttttaGGATCCCTTATACAATTC-3’. This PCR product was digested

with DPNI and gel extracted. The mNeonGreen PCR product and PMEI digested pRO248-

MCS plasmid were mixed at a 3:1 molar ratio of insert to vector and assembled in a 10uL
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Gibson Assembly reaction mix using Gibson Assembly Master Mix from NEB. The reaction was

incubated at 50C for 1 hour prior to transformation into chemically competent DH5alpha by heat

shock. The final assembled plasmid was verified by Sanger Sequencing.
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cationic peptides as potential agents for breast cancer treatment. Bioscience reports,
41(12):BSR20211218C, 2021.

150



[120] Xin Pan, Yu-Qin Zhao, Fa-Yuan Hu, Chang-Feng Chi, and Bin Wang. Anticancer activity
of a hexapeptide from skate (raja porosa) cartilage protein hydrolysate in hela cells. Marine
Drugs, 14(8):153, 2016.

[121] Elda E Sánchez, Alexis Rodrı́guez-Acosta, Rene Palomar, Sara E Lucena, Sajid Bashir,
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