
UC San Diego
UC San Diego Electronic Theses and Dissertations

Title
Interfacially driven flows: from electrohydrodynamics to active interfaces

Permalink
https://escholarship.org/uc/item/01q1r7jd

Author
Firouznia, Mohammadhossein

Publication Date
2023
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/01q1r7jd
https://escholarship.org
http://www.cdlib.org/


UNIVERSITY OF CALIFORNIA SAN DIEGO

Interfacially driven flows: from electrohydrodynamics to active interfaces

A dissertation submitted in partial satisfaction of the
requirements for the degree Doctor of Philosophy

in

Engineering Sciences (Mechanical Engineering)

by

Mohammadhossein Firouznia

Committee in charge:

Professor David Saintillan, Chair
Professor Bo Li
Professor Stefan G. Llewellyn Smith
Professor Padmini Rangamani
Professor William R. Young

2023



Copyright

Mohammadhossein Firouznia, 2023

All rights reserved.



The Dissertation of Mohammadhossein Firouznia is approved, and it is acceptable

in quality and form for publication on microfilm and electronically.

University of California San Diego

2023

iii



DEDICATION

To my parents, for their boundless love and unwavering support.

In fond remembrance of my beloved grandmother, Aziz.

iv



EPIGRAPH

 

ی  ی راز   س عدی ش 

ام  ود خ   ه س   ت  خ  ا پ   د ب   اب   از س ف ر ب    یب  سی 
ود ام ا ازی  ک  ب   ان  ب   اق   ی  ب  م س  ه ش    گ ر چ 
ی اب   ا ب   ه ک ج  ا دزداب   ه ل ب  دزب    س عدی ب  

 
امی د خ   کش  ا دزب   ی ب   ود ص اف  ش  ی ب    ص وف 

امی ی ب   ن  ود از  زوش   د ب   اب   ی  د ن   وم ی   ب  
گان  زو گ ر می هن  ی ک امی دز ک ام ن    ط لن 

Many journeys must one undertake ere immaturity matures.
Not until the chalice is drained, the Sufi becomes pure.

Though night be dim for those in love’s yearning quest;
Despair must not arise from rooftop’s radiant crest.

Saadi, where by the sea will you locate a pearl so fine?
In the realm of whales, venture forth if treasure’s what you pine.

Saadi Shirazi

To all journeys within, and in the world beyond. . .
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Interfacially driven flows are ubiquitous in biological processes and engineering applica-

tions. In these systems, the interface separating adjacent fluid phases is subject to mechanical

stresses that drive the fluid into motion and cause deformations. The origin of interfacial stresses

may vary from one physical system to another. In some cases, such as in electrohydrodynamic

flows, an external electric field induces interfacial stresses that drag the fluid into motion.

Alternatively, in active matter systems, an internal mechanism converts chemical energy into

mechanical work and drives the system out of equilibrium. The main challenge in studying these

systems lies in unraveling the complex interplay between the bulk flow, nonlinear transport on the

interface, and interface mechanics, which collectively give rise to intricate dynamical behaviors.
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We develop robust theoretical and computational frameworks to address these challenges.

In the first part of this thesis, we employ analytical and numerical analyses to study different

canonical electrohydrodynamic problems. The interfacial charge dynamics is modeled by

considering different transport mechanisms including Ohmic conduction, advection by the flow,

and finite charge relaxation. Using this model, we identify different modes of instability and

explore how the non-equilibrium evolution of flow and interfacial charge dynamics lead to

nonlinear phenomena observed in experiments, such as tip streaming in liquid films, Quincke

rotation in drops, tip formation, and the growth of charge density shocks in stratified systems.

Furthermore, our investigation extends to biological surfaces that exhibit in-plane order,

such as nematic or polar, and are driven internally by microscopic chemical reactions. We

study morphological dynamics in a freely-suspended viscous drop with surface nematic activity,

which serves as a simplified model for understanding self-organized behaviors in active living

systems such as cells. We demonstrate how the coupling of flow, nematic activity, and interface

mechanics can induce symmetry-breaking instabilities and spontaneous deformations in active

drops, consistent with experimental observations. Diverse dynamical behaviors are observed,

from periodic braiding motion of topological defects to chaotic creation and annihilation of

defects under high activity levels. Our study provides valuable insights into emergent dynamics

in biological and biomimetic systems involving active fluid surfaces.
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Chapter 1

Interfacially driven flows

A diverse range of engineering and natural processes involves flows of different fluid

phases interacting with one another. In these systems, two immiscible fluids are separated by

a deformable interface. In various applications, the interface hosts a variable quantity that is

transported by the flow, as well as other mechanisms like diffusion. Examples include electrical

charges [103, 193], concentration of surfactants [94, 168, 173], proteins or any other chemical

species [83, 9]. In all of the examples mentioned above, the surface distribution of a scalar

variable is of interest. However, the mathematical representation of the system can be generalized

to encompass cases where a tensor field (of different orders) defined at each point on the interface,

is transported by the flow, along with other mechanisms. This representation has been used to

describe the evolution of biological fluid interfaces that exhibit different forms of in-plane order

such as nematic or polar order [106, 78, 87]. The interplay between the flow, mechanics of the

interface, and the transport of the surface variable gives rise to rich dynamical behavior in these

systems.

Of interest to us are systems where the flow emerges due to mechanical stresses applied

at the interface. The mechanism responsible for interfacial stresses could vary from one physical

system to another. In some cases, such as in electrohydrodynamic (EHD) flows, an external

electric field induces interfacial stresses that drag the fluid into motion. Alternatively, in active

systems, an internal mechanism transforms chemical energy into mechanical work and drives
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the system out of equilibrium. The intricate interplay between the bulk flow in each fluid phase,

nonlinear transport on the interface, and the mechanics of the deforming interface leads to complex

dynamical behaviors in these systems, thereby rendering theoretical and computational analysis

inherently challenging. In this work, we develop theoretical and computational frameworks to

study interfacial flows that are driven whether externally or internally, due to the stresses applied

at the interface.

In Sec. 1.1, we discuss electrohydrodynamic flows in weakly conducting fluids and

introduce the leaky dielectric model (LDM) that serves as the theoretical foundation for Ch. 3, 4,

and 5. Next, in Sec. 1.2 we discuss the theory of active liquid crystals (ALC) that is used to

study the self-organized behavior of viscous drops with surface nematic activity in Ch. 6.

1.1 Electrohydrodynamics

Electrohydrodynamics (EHD) is the study of electrically induced flows that mainly involve

weakly conducting fluids and solids. Despite similarities between EHD and electrokinetics

(EK), both fields have advanced almost independently, as they focus on different types of fluids

and interfaces. From classic works in colloid science [4, 99] to more recent developments in

microfluidics [13], EK studies are predominantly concentrated on charged fluids, specifically

liquid electrolytes that give rise to neutral dipolar interfaces called electric double layers [12].

On the other hand, the field of EHD is focused on weakly conducting neutral fluids [103, 143].

Examples of such fluids include silicone oil, castor oil and vegetable oil. Following the leaky

dielectric assumption, the effects of diffuse charge layers are neglected, and the dynamics is

primarily dictated by the forces acting upon interfacial polarization charges by the electric field.

Recently, there have been some efforts to reconcile EHD and EK theories, which will be discussed

in Sec. 1.1.1.

In his seminal work, Taylor pioneered the field of EHD in 1966 where he predicted and
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visualized the quadrupolar flows inside and outside of a drop that is subject to a uniform electric

field [176]. In the limit of weak electric fields, he determined that the direction of the flow, and

the shape of the drop are affected by the material properties in the drop and the suspending

phase. In 1969, Melcher and Taylor formally defined the field of electrohydrodynamics

in a review article [103]. The development of EHD has led to a variety of engineering

applications including those in jet printing [121], cooling of microelectronics [7, 135, 38],

microfabrication [31, 146, 147, 96, 111, 199], and other microfluidic devices that improve mixing

and droplet formation [202, 162]. In addition, EHD phenomena such as electrophoresis (EP) and

dielectrophoresis (DEP) have been employed to manipulate particles [198, 120, 122], and sort

cells [80].

In this work, we study interfacial instabilities in different EHD systems that are motivated

by experimental observations and engineering applications. In Ch. 3, we consider a film of a

leaky dielectric that is suspended in another leaky dielectric fluid while subject to a uniform

electric field. In addition to its fundamental importance as a canonical problem in EHD systems,

this configuration mimicks microfluidic applications where EHD instabilities are employed to

create prescribed patterns, enhance mixing between two immiscible phases, or to generate drops

of a certain size. We identify the main modes of instability using linear stability analysis. In

each mode, we explore the nonlinear regime of evolution following the onset of instability via

boundary element simulations. We demonstrate that the interplay of the flow, charge dynamics,

and capillary effects gives rise to nonlinear phenomena in this regime, such as tip streaming jets

and pinching into droplets.

The electric-field induced flows in a drop have been a long-standing subject of investigation

in the field of electrohydrodynamics, garnering significant attention from researchers. Taylor’s

seminal study [176] was followed by a subsequent body of works studying the dynamics of the

system under stronger electric fields. Recent experimental observations show that oblate drops

may undergo equatorial streaming under strong electric fields [20]. In this configuration, the

equator is the stagnation line of the flow and the electric field is locally tangent to the interface
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at the equator. Inspired by the experimental observations, we study interfacial instabilities that

occur when a planar interface is subject to a tangential electric field and a stagnation point flow in

Ch. 4. Our study integrates local theoretical analysis with numerical normal-mode linear stability

analysis, uncovering the crucial role of charge convection in influencing the dynamics of the

system. Through stability analyses along with numerical simulations far from the equilibrium, we

provide valuable insights into the underlying mechanisms that drive EHD equatorial streaming in

droplets. Specifically, we demonstrate that the interplay between the flow and charge dynamics

leads to the emergence of a convergent line instability and the generation of pronounced charge

gradients at the equatorial region.

In Ch. 5, we develop a spectral boundary integral method for simulating EHD flows in

a droplet, under a uniform electric field. Using a comprehensive charge transport model that

incorporates charge relaxation, Ohmic conduction, and surface charge convection, we account

for various electric field strengths. All physical quantities, including the shape of the droplet and

interfacial charge density, are represented using spherical harmonic expansions. The adoption of

a spectral representation offers exponential accuracy and allows for a non-dissipative dealiasing

method, which ensures numerical stability. We validate our methodology and simulations by

comparing our results against experimental data and analytical predictions in the axisymmetric

Taylor and Quincke electrorotation regimes. This serves as an assessment of the accuracy and

reliability of our method. In the case of low-viscosity droplets, strong charge convection leads to

steep interfacial charge gradients near the equatorial region of the droplet. However, this can

introduce numerical artifacts known as ringing. To address this issue, we employ a weighted

spherical harmonic expansion approach, which enables convergent solutions.

1.1.1 From electrokinetic theories to leaky dielectric model

In leaky dielectric materials, the ion dissociation in the presence of an electric field is

weak. Therefore, the effect of diffuse Debye layers is negligible in these systems. Consequently,
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the fluid motion occurs as a result of the coupling between the electric and the hydrodynamic

stresses at the interface. It has been shown by Schnitzer and Yariv that the Taylor–Melcher

leaky dielectric model (LDM) can be derived asymptotically from electrokinetic models in the

double limit of strong electric fields and thin Debye layers [148, 112, 11]. Two fundamental

parameters determining this asymptotic limit are the dimensionless Debye thickness 𝛿 = 𝛿𝐷/𝑎,

and 𝛽 = 𝑎𝐸0/𝜑∗ which is the ratio of the applied field voltage (applied electric field 𝐸0 times

the characteristic length 𝑎) to the thermal voltage 𝜑∗ = 𝑘𝐵𝑇/𝑒 is the thermal voltage. Schnitzer

and Yariv derived the effective LDM in the leading-order in the limit 1 ≪ 𝛽≪ 𝛿−1 by matching

asymptotic expansions in the inner and outer regions of 𝑂 (𝛿) and 𝑂 (1) thickness, respectively.

In the case of millimeter-sized drops, Saville provided the characteristic value for Debye

thickness in leaky dielectric liquids as 𝛿𝐷 ∼ 10−7 m which results in 𝛿 ∼ 10−4 [143]. Considering

an approximate thermal voltage of 𝜑∗ ≈25 mV at room temperature, and an external electric field

of magnitude 𝐸0 ∼ 103 V cm−1 (typical in experiments) yields an applied voltage ratio of 𝛽 ∼ 103

[141, 20]. Therefore, the asymptotic limit 1 ≪ 𝛽≪ 𝛿−1 holds in our systems of interest, and the

use of Taylor–Melcher leaky dielectric model is justified.

1.1.2 Leaky dielectric model

In this section, we present the Melcher–Taylor leaky dielectric model (LDM) for a model

system [103]. We assume that two immiscible fluid phases occupying volumes 𝑉1 and 𝑉2 are

separated by an interface 𝜕𝑉 as shown schematically in Fig.1.1. The shape of 𝜕𝑉 can be expressed

by 𝑧 = 𝜉 (𝑥, 𝑡) in two dimensions (or 𝑧 = 𝜉 (𝑥, 𝑦, 𝑡) in three dimensions), and has unit normal 𝒏

pointing from fluid 1 into fluid 2. A background velocity field 𝑢𝑢𝑢0(𝑥𝑥𝑥) is applied to the system along

with a uniform external electric field 𝐸𝐸𝐸0. Under this static applied electric field, the magnetic 𝐵𝐵𝐵

and electric fields 𝐸𝐸𝐸 are decoupled in the Maxwell’s equations [81, 143]. In the absence of an

external magnetic field, the magnetic field is zero everywhere in space 𝐵𝐵𝐵(𝑥𝑥𝑥) = 000, 𝑥𝑥𝑥 ∈ 𝑉1,2, 𝜕𝑉 .

Therefore, according to Maxwell-Faraday equation, the electric field is irrotational:
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Figure 1.1. Two immiscible fluid layers are subject to an external uniform electric field 𝐸𝐸𝐸0 and a
background velocity field 𝑢𝑢𝑢0(𝑥𝑥𝑥).

∇×𝐸𝐸𝐸 = 0, 𝑥𝑥𝑥 ∈ 𝑉1,2, 𝜕𝑉. (1.1)

The Gauss’ law relates the charge density 𝑞 to the electric displacement field 𝐷𝐷𝐷 = 𝜖𝐸𝐸𝐸 :

∇ ·𝐷𝐷𝐷 (𝑥𝑥𝑥) = 𝑞(𝑥𝑥𝑥), 𝑥𝑥𝑥 ∈ 𝑉1,2. (1.2)

Following the leaky dielectric assumption for the fluids, the polarization charges appear only on

the interface 𝜕𝑉 . In other words, the bulk of fluids remain electro-neutral, 𝑞(𝑥𝑥𝑥) = 0, 𝑥𝑥𝑥 ∈ 𝑉1,2.

Considering the relationship 𝐸𝐸𝐸 = −∇𝜑, it follows that the electric potential 𝜑 is harmonic in both

phases:

∇2𝜑 = 0, 𝑥𝑥𝑥 ∈ 𝑉1,2. (1.3)

The material properties including electric permittivities, electric conductivities, and viscosities

are denoted by (𝜖1,𝜎1, 𝜇1) and (𝜖2,𝜎2, 𝜇2) in each fluid, respectively. Far away from the interface,

the electric field approaches the applied uniform field:

𝐸𝐸𝐸 (𝑥𝑥𝑥) → 𝐸𝐸𝐸0, as |𝑦 | → ∞. (1.4)
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Across the interface, the tangential component of the electric field remains continuous while its

normal component suffers a jump, due to the mismatch in electrical properties on both sides:

𝑛𝑛𝑛×⟦𝐸𝐸𝐸⟧ = 000, 𝑥𝑥𝑥 ∈ 𝜕𝑉. (1.5)

As a result, a surface charge density develops on the interface:

𝑞(𝑥𝑥𝑥) = 𝑛𝑛𝑛 ·⟦𝜖𝐸𝐸𝐸⟧, 𝑥𝑥𝑥 ∈ 𝜕𝑉. (1.6)

Equation (1.6) can be derived by applying the Gauss’ law on a pill-box enclosing a portion of the

interface and using the divergence theorem. (1.5) can be obtained similarly from (1.1). A new

notation is introduced in (1.5) and (1.6) that we refer to as the jump operator. It is defined as the

difference in any field variable 𝑔(𝑥𝑥𝑥) on both sides of the interface, ⟦𝑔(𝑥𝑥𝑥)⟧ := 𝑔2(𝑥𝑥𝑥) −𝑔1(𝑥𝑥𝑥). The

evolution of the surface charge density is determined by balancing different interfacial charge

fluxes in the system, and by taking into account finite charge relaxation:

𝜕𝑡𝑞 +𝑛𝑛𝑛 ·⟦𝜎𝐸𝐸𝐸⟧+∇𝑠 · (𝑞𝑢𝑢𝑢) = 0, 𝑥𝑥𝑥 ∈ 𝜕𝑉, (1.7)

where ∇𝑠 = (𝐼𝐼𝐼 −𝑛𝑛𝑛𝑛𝑛𝑛) · ∇ is the surface gradient operator. 𝑛𝑛𝑛 ·⟦𝜎𝐸𝐸𝐸⟧ is the net Ohmic flux from the

bulk of the fluids while ∇𝑠 · (𝑞𝑢𝑢𝑢) represents the surface charge convection by the flow.

Next, we investigate the fluid motion and its subsequent coupling with the electric problem.

Neglecting the effects of inertia and gravity, the fluid motion is governed by the Stokes equations

in both layers:

𝜇1∇2𝑢𝑢𝑢1 −∇𝑝1 = 0, ∇ ·𝑢𝑢𝑢1 = 0, 𝑥𝑥𝑥 ∈ 𝑉1, (1.8)

𝜇2∇2𝑢𝑢𝑢2 −∇𝑝2 = 0, ∇ ·𝑢𝑢𝑢2 = 0, 𝑥𝑥𝑥 ∈ 𝑉2. (1.9)

The velocity is continuous across the interface, and approaches the background velocity field far
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away from the interface:

⟦𝑢𝑢𝑢(𝑥𝑥𝑥)⟧ = 000, 𝑥𝑥𝑥 ∈ 𝜕𝑉, (1.10)

𝑢𝑢𝑢(𝑥𝑥𝑥) → 𝑢𝑢𝑢0(𝑥𝑥𝑥), as |𝑦 | → ∞. (1.11)

The interfacial force balance requires that the jump in electric and hydrodynamic tractions across

the interface balance surface tension forces:

⟦ 𝑓𝑓𝑓 𝐻⟧+⟦ 𝑓𝑓𝑓 𝐸⟧ = 𝛾(∇𝑠 · 𝑛𝑛𝑛)𝑛𝑛𝑛, 𝑥𝑥𝑥 ∈ 𝜕𝑉, (1.12)

where 𝛾 denotes the surface tension between the two liquids, and it is assumed to be constant

along 𝜕𝑉 . Hydrodynamic and electric tractions can be expressed in terms of the Newtonian and

Maxwell stress tensors, respectively:

𝑓𝑓𝑓 𝐻 = 𝑛𝑛𝑛 ·𝑇𝑇𝑇𝐻 , 𝑇𝑇𝑇𝐻 = −𝑝𝐼𝐼𝐼 + 𝜇
(
∇𝑢𝑢𝑢 +∇𝑢𝑢𝑢𝑇

)
, (1.13)

𝑓𝑓𝑓 𝐸 = 𝑛𝑛𝑛 ·𝑇𝑇𝑇𝐸 , 𝑇𝑇𝑇𝐸 = 𝜖

(
𝐸𝐸𝐸𝐸𝐸𝐸 − 1

2𝐸
2𝐼𝐼𝐼

)
. (1.14)

The electric traction can alternatively be expressed in terms of its tangential and normal

components:

𝑓𝑓𝑓 𝐸 = ⟦𝜖𝐸𝑛⟧𝐸𝐸𝐸 𝑡 + 1
2
⟦𝜖 (𝐸𝑛2 −𝐸 𝑡2)⟧𝑛𝑛𝑛 = 𝑞𝐸𝐸𝐸 𝑡 +⟦𝑝𝐸⟧𝑛𝑛𝑛. (1.15)

The effect of the tangential electric field on the interfacial charge distribution is captured by

the first term on the right-hand side. The second term in (1.15) captures normal electric

stresses and can be interpreted as the jump in an electric pressure [90]. It is important to

highlight that the nonlinear coupling between the electric field and fluid flow arises from the

charge conservation equation (1.7), and the dynamic boundary condition (1.12), leading to an

intricate interplay between the electric field and the fluid flow in the system. We employ a simi-

lar approach, as discussed above, to investigate EHD flows in the subsequent chapters of this study.
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1.2 Active surfaces

In a wide range of biological systems, different fluid phases are interacting with one

another via a soft interface. These biological surfaces are typically driven by microscopic chemical

reactions. Furthermore, they often exhibit a form of in-plane order (such as nematic or polar)

that enables extensive hydrodynamic interactions and self-organized phenomena. The intricate

interplay between surface mechanics, chemical activity, in-plane hydrodynamic interactions, and

fluid flow results in complex dynamics that are crucial in various biological processes in cells

and tissues. The mechanical properties of cells and tissues are primarily governed by actomyosin

networks. Actin filaments are semiflexible polymers that constantly undergo polymerization

and depolymerization, and characterized by a persistence length of approximately 10−15µm

[139]. Given their typical length, thermal fluctuations do not strongly distort their overall shape.

However, the bending modulus of these filaments is small enough that bending contributes to their

mechanical response. Actin filaments form crosslinked networks that display active properties,

setting them apart from passive semiflexible networks. Within these complex meshworks,

molecular motors called Myosin generate contractile stresses by exerting force on actin filaments

in opposing directions. To capture the behavior of actomyosin networks, coarse-grained models

have been developed, treating them as continuous active gels that experience internal stresses that

arise from the activity [89, 130, 109, 140, 3]. These models have been successful in describing

the prominent physical behavior of various biological processes, ranging from the subcellular to

the supracellular level.

Cellular morphology is primarily governed by cellular mechanical properties and the

cell’s physical interaction with its environment. Most cell deformations are primarily governed

by modulating the physical properties of the cell surface, which are predominantly determined

by the cellular cortex [29]. The cortex refers to a thin, interconnected actomyosin network
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positioned directly beneath the plasma membrane of animal cells. Due to its attachment to the

cell membrane, the cortex plays a crucial role in regulating the shape of the cell. Recently,

there has been a growing interest in understanding various functions of the cortex in cellular

processes. Coarse-grained models have proven successful in explaining a range of biophysical

phenomena such as cell migration [75], polarization [102, 67, 27], bleb expansion [187], and

cell deformations during cytokinesis [149, 108, 36].

At larger scales, collections of cells often demonstrate geometrically ordered patterns and

share characteristic features of active gels. Examples include, bacterial colonies [43], and tissues

[145]. It has been observed that epithelial tissues exhibit elastic behavior over short time scales,

and fluid-like behavior over long times [130]. Morphogenesis of tissues involves the contraction

of actomyosin networks, which generate forces. The attachment of actin networks to cell-cell

junctions allows for the transmission of forces between cells, leading to deformations and shape

adjustments in individual cells, contributing to tissue remodeling and the shaping of different

organisms. In recent years, researchers have utilized coarse-grained models for tissues based

on the active gel formalism in various theoretical and computational studies [78, 106, 153, 87].

These studies provided valuable insights into the main mechanisms involved in morphogenesis,

such as apical constriction [101, 170].

Soft active materials have been constructed by drawing inspiration from the biological

systems discussed above [86, 73, 196]. In their pioneering study, Keber and colleagues

encapsulated a film of microtubules and kinesin motors on the inner surface of a lipid vesicle,

resulting in a shape-shifting structure [86]. Their work inspired further investigations into the

interplay between orientational order, activity-induced flow, and substrate geometry [206, 155].

These studies have provided a deeper understanding of the emergent behavior in these soft active

materials.

In this work, we are focused on investigating soft active surfaces characterized by in-plane

nematic order. Experimental observations have shown that the cortex exhibits nematic order

and self-induced flows during the last stages of cytokinesis [197, 134, 167]. Nematic order has
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also been observed in tissues composed of cells with elongated shapes [144, 72, 46]. These

observations highlight the prevalence of nematic order in various biological and biomimetic

systems, and serve as a motivation for our study in Ch.6 on viscous drops with surface nematic

activity. In the next step, we discuss the hydrodynamic equations for an interfacial film of active

nematic material in Sec 1.2.1 .

1.2.1 Hydrodynamics of interfacial active nematics

In this section, we present a hydrodynamic theory for an interfacial film of active nematic

materials. Similar to Sec. 1.1.2, we consider two immiscible fluid phases occupying volumes 𝑉1

and 𝑉2. These fluids are separated by an interface 𝜕𝑉 as shown schematically in Fig. 1.2. The

shape of 𝜕𝑉 is defined by a smooth surface 𝑟𝑟𝑟 = 𝑟𝑟𝑟 (𝑠1, 𝑠2) embedded in R3 and parameterized

by coordinates (𝑠1, 𝑠2). Tangent vectors 𝑔𝑔𝑔𝑖 = 𝜕𝑖𝑟𝑟𝑟 (𝑖 = 1,2) along with the unit normal vector

𝑣𝑣𝑣 = (𝑔𝑔𝑔1 ×𝑔𝑔𝑔2)/|𝑔𝑔𝑔1 ×𝑔𝑔𝑔2 | form a local coordinate system with the surface metric tensor given by

𝑔𝑖 𝑗 = 𝑔𝑔𝑔𝑖 · 𝑔𝑔𝑔 𝑗 . The notations used for differential geometry are summarized in the appendix B. A

monolayer of active nematic particles is constrained to the interface and their activity drives the

system out of equilibrium by inducing flows in 𝑉1 and 𝑉2, and by causing deformations to the

interface. We use a coarse-grained representation of the nematic field using 𝑄𝑄𝑄 tensor:

𝑄𝑄𝑄 =𝑄𝑖 𝑗 𝑔𝑔𝑔𝑖𝑔𝑔𝑔 𝑗 where 𝑄𝑖 𝑗 = 𝑆(𝑛𝑖𝑛 𝑗 −𝑔𝑖 𝑗/2). (1.16)

𝑛𝑛𝑛 = 𝑛𝑖𝑔𝑔𝑔𝑖 denotes the local average nematic director such that 𝑛𝑖𝑛𝑖 = 1, and 𝑆 (0 ≤ 𝑆 ≤ 1) is

the scalar order parameter showing the strength of local alignment in the nematic monolayer.

According to (1.16), 𝑄𝑄𝑄 is symmetric, trace-free and resides only on the surface, 𝑄𝑄𝑄 · 𝑣𝑣𝑣 = 000. It

is also important to note that the two states characterized by 𝑛𝑛𝑛 and −𝑛𝑛𝑛 are equivalent, due to

nematic symmetry. Using 𝑄𝑄𝑄 tensor which is quadratic in 𝑛𝑛𝑛, we ensure that the nematic symmetry

is reflected in all governing equations.
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Figure 1.2. An active interface, denoted by 𝜕𝑉 , separates two fluid layers, 𝑉1 and 𝑉2. The
director field 𝑛𝑛𝑛(𝑥𝑥𝑥) describes the average orientation of the nematic particles at every point on the
interface.

The evolution of the nematic tensor is described by the hydrodynamic equations of an

active nematic. In this study, we use a theoretical model that is consistent with that of Giomi et

al. in [66, 123] and Salbreux et al. in [140]. Accordingly, the evolution of the nematic field is

influenced by advection, rotation, and alignment by the flow, as well as orientational relaxation:

𝐷𝑡𝑄
𝑖 𝑗 =

1
Γ
𝐻𝑖 𝑗 + 𝜁𝑈̃𝑖 𝑗 , 𝒙 ∈ 𝜕𝑉. (1.17)

The term on the left-hand side denotes a co-rotational material derivative that embodies the

advection and rotation of the nematic field by the flow:

𝐷𝑡𝑄
𝑖 𝑗 = 𝜕𝑡𝑄

𝑖 𝑗 +𝑢𝑘 ∇𝑘𝑄𝑖 𝑗 +𝑢𝑛 (𝐶 𝑗

𝑘
𝑄𝑖𝑘 +𝐶𝑖𝑘𝑄

𝑘 𝑗 )

+𝑤𝑛 (𝜖 𝑖𝑘𝑄 𝑗

𝑘
+ 𝜖 𝑗 𝑘𝑄𝑖𝑘 ).

(1.18)

In the equation above, ∇𝑘 is the covariant derivative with respect to 𝑠𝑘 . The curvature tensor

is given by 𝐶𝑖 𝑗 = −𝜕𝑗𝜕𝑖𝑟𝑟𝑟 · 𝑛𝑛𝑛. 𝑤𝑛 = 1
2𝜖
𝑖 𝑗∇𝑖𝑢 𝑗 is the normal vorticity, and 𝜖 𝑖 𝑗 = 𝑣𝑣𝑣 · (𝑔𝑔𝑔𝑖 ×𝑔𝑔𝑔 𝑗 ) is the

Levi-Civita tensor. In Eq. (1.17), the first term on the right-hand side models the orientational
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relaxation governed by the molecular tensor 𝐻𝑖 𝑗 = −𝛿𝐹/𝛿𝑄𝑖 𝑗 . Here, Γ denotes the rotational

viscosity. The free energy 𝐹 is expressed as:

𝐹 =
1
2

∫
𝜕𝑉

dA
(
𝑘𝑠

[
𝑑𝑄𝑖 𝑗𝑄

𝑖 𝑗 + 𝑐(𝑄𝑖 𝑗𝑄𝑖 𝑗 )2] + 𝑘𝑒 [∇𝑖𝑄 𝑗 𝑘∇𝑖𝑄 𝑗 𝑘
] )
, (1.19)

by accounting for short-range and elastic interactions in the nematic monolayer [116, 88]. 𝑘𝑠 and

𝑘𝑒 are steric and elastic phenomenological constants and 𝑑 = (𝑎 + 𝑏
3𝑆 +

𝑐
6𝑆

2), where 𝑎, 𝑏 and 𝑐

are normalized thermotropic parameters [42]. We assume that the characteristic length of an

individual nematic particle is relatively small compared to the characteristic radius of curvature.

Therefore, we do not consider any explicit coupling with the extrinsic curvature and the nematic

tensor in Eq. (1.19). Effectively, short-range terms prevent the free energy from vanishing, while

the elastic terms penalize the gradients of the nematic tensor. The interplay between these

two effects gives rise to the characteristic coherence length 𝑙𝑐 =
√︁
𝑘𝑒/𝑘𝑠. The coherence length

represents the distance over which a topological defect influences the surrounding nematic field.

The alignment of the nematic field by the flow is captured by the term 𝜁𝑈̃𝑖 𝑗 in Equation

(1.17). Here, 𝜁 represents the flow alignment parameter, and 𝑈̃𝑖 𝑗 corresponds to the trace-less

part of the strain-rate tensor:

𝑈̃𝑖 𝑗 =𝑈𝑖 𝑗 − 1
2
𝑈 𝑘
𝑘 𝑔

𝑖 𝑗 , 𝑈𝑖 𝑗 =
1
2
(∇𝑖𝑢 𝑗 +∇ 𝑗𝑢𝑖) +𝐶𝑖 𝑗𝑢𝑛. (1.20)

We note that the velocity vector can be decomposed into tangential and normal components as

𝑢𝑢𝑢 = 𝑢𝑖𝑔𝑔𝑔𝑖 +𝑢𝑛𝑣𝑣𝑣 at any point on the interface.

Nematic particles exert active stress 𝑇𝑇𝑇𝑎 = 𝜉𝑄𝑄𝑄 on their surrounding which drags the fluid

into motion and causes deformations. The constant 𝜉 represents the biochemical activity level

and 𝜉 < 0 (𝜉 > 0) in the case of extensile (contractile) activity. Fig. 1.3 shows the typical flow

induced under extensile and contractile activity. In the absence of inertia, the local force balance
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Figure 1.3. The induced flow by a nematic particle with (a) extensile (𝜉 < 0), and (b) contractile
(𝜉 > 0) activity.

along the tangential and normal directions reads

𝑓 𝐻, 𝑗 + 𝜉∇𝑖𝑄𝑖 𝑗 = 0, 𝒙 ∈ 𝜕𝑉, (1.21)

𝑓 𝐻𝑛 −𝛾𝐶𝑘𝑘 − 𝜉𝐶𝑖 𝑗𝑄
𝑖 𝑗 = 0, 𝒙 ∈ 𝜕𝑉, (1.22)

where 𝛾 is the surface tension, and the mean curvature is given by 𝐻 = 1
2𝐶

𝑘
𝑘

. In (1.21) and

(1.22), 𝑓𝑓𝑓 𝐻 = 𝑣𝑣𝑣 ·⟦𝑇𝑇𝑇𝐻⟧ represents the jump in the hydrodynamic traction across the interface, and

𝑇𝑇𝑇𝐻 = −𝑝𝐼𝐼𝐼 + 𝜇
(
∇𝑢𝑢𝑢 +∇𝑢𝑢𝑢𝑇

)
is the Newtonian stress tensor.

Finally, the dynamics of the interface is coupled to the bulk flow. We follow a similar

approach as discussed in Sec. 1.1.2 for EHD systems. Neglecting inertial effects and gravity, the

flow is governed by Stokes and continuity equations in 𝑉1 and 𝑉2:

𝜇1∇2𝑢𝑢𝑢1 −∇𝑝1 = 0, ∇ ·𝑢𝑢𝑢1 = 0, 𝑥𝑥𝑥 ∈ 𝑉1, (1.23)

𝜇2∇2𝑢𝑢𝑢2 −∇𝑝2 = 0, ∇ ·𝑢𝑢𝑢2 = 0, 𝑥𝑥𝑥 ∈ 𝑉2. (1.24)

The velocity vector remains continuous across the interface and vanishes far from it.

⟦𝑢𝑢𝑢(𝑥𝑥𝑥)⟧ = 000, 𝑥𝑥𝑥 ∈ 𝜕𝑉, (1.25)

𝑢𝑢𝑢(𝑥𝑥𝑥) → 000, as |𝑧 | → ∞. (1.26)
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The coupling between the surface mechanics, the evolution of the interfacial nematic monolayer,

and the bulk flow yields a complex dynamical behavior. In Ch. 6, we adopt a similar approach as

discussed above, to analyze self-organized phenomena in viscous drops that possess interfacial

nematic activity.

15



Chapter 2

Boundary integral method

The boundary integral method is a powerful computational technique utilized in various

scientific and engineering applications to tackle problems governed by elliptic partial differential

equations. This method excels by reducing the dimensionality of the problems at hand,

enabling efficient and accurate solutions for partial differential equations in complex and

evolving geometries where conventional methods are inefficient or unreliable. Notably, the

boundary integral method is applicable in electromagnetic and potential problems governed by

Laplace’s equation, low-Reynolds-number hydrodynamic problems governed by Stokes equations,

biomolecular electrostatic problems governed by Poisson-Boltzmann equation, and problems in

linear elasticity governed by Navier’s equation.

In this study, our primary focus is on Laplace’s and Stokes equations that are coupled in

EHD systems. In the case of active systems, the flow within the bulk is governed by the Stokes

equation. We derive the boundary integral equations for Laplace’s and Stokes equations and

discuss their properties in this chapter. For more detailed derivations, in-depth discussions, and

different applications of the boundary integral method, the works of Pozrikidis [125, 126] offer

extensive resources on the subject matter.
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2.1 Laplace’s equation

A Green’s function represents the solution of a PDE in the presence of a singularity.

Therefore, the Green’s function satisfies the PDE everywhere in space except at the singular point

𝑥𝑥𝑥 = 𝑥𝑥𝑥0. In the following, we discuss the Green’s function for Laplace’s equation in two and three

dimensions .

The singularly forced Laplace equation reads:

∇2𝐺 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) + 𝛿𝑑 (𝑥𝑥𝑥− 𝑥𝑥𝑥0) = 0, 𝑑 ∈ {2,3}, (2.1)

where different values of 𝑑 corresponds to two, and three dimensions. The second term in (2.1)

is the Dirac’s delta function representing the singularity located at 𝑥𝑥𝑥 = 𝑥𝑥𝑥0. Solving (2.1) by

inspection or using Fourier transform, we obtain:

𝐺 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) = − 1
2𝜋

ln𝑟, for 𝑑 = 2, (2.2)

𝐺 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) =
1

4𝜋𝑟
, for 𝑑 = 3, (2.3)

where 𝑟 = |𝑥𝑥𝑥− 𝑥𝑥𝑥0 | is the distance between the field point 𝑥𝑥𝑥 and the singular point 𝑥𝑥𝑥0. Equations

(2.2) and (2.3) are also known as free-space Green’s functions and correspond to infinite solution

domains in the absence of any interior boundaries. According to (2.2) and (2.3), it is evident that

𝐺 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) = 𝐺 (𝑥𝑥𝑥0, 𝑥𝑥𝑥).

Green’s second indentity states that the following relation holds between two functions

𝑓 (𝑥𝑥𝑥) and 𝜑(𝑥𝑥𝑥) that are twice-differentiable:

𝑓 ∇2𝜑−𝜑∇2 𝑓 = ∇ · ( 𝑓 ∇𝜑−𝜑∇ 𝑓 ). (2.4)

Let us assume that 𝜑 is harmonic. Without loss of generality, we consider the case of 𝑑 = 3 in the

following discussion. Substituting 𝑓 (𝑥𝑥𝑥) by the Green’s function 𝐺 (𝑥𝑥𝑥, 𝑥𝑥𝑥0), and using (2.1), we

17



get:

𝜑(𝑥𝑥𝑥) 𝛿3(𝑥𝑥𝑥− 𝑥𝑥𝑥0) = ∇ · (𝐺 (𝑥𝑥𝑥, 𝑥𝑥𝑥0)∇𝜑(𝑥𝑥𝑥) −𝜑(𝑥𝑥𝑥)∇𝐺 (𝑥𝑥𝑥, 𝑥𝑥𝑥0)). (2.5)

Next, we integrate Eq.(2.5) over the volume 𝑉 enclosed by boundary 𝜕𝑉 . After using the integral

property of the delta function and the divergence theorem, we obtain the following integral

equation:

𝜑(𝑥𝑥𝑥0) = −
∫
𝜕𝑉

𝐺 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) [𝑛𝑛𝑛(𝑥𝑥𝑥) · ∇𝜑(𝑥𝑥𝑥)]d𝑆(𝑥𝑥𝑥)

+
∫
𝜕𝑉

𝜑(𝑥𝑥𝑥) [𝑛𝑛𝑛(𝑥𝑥𝑥) · ∇𝐺 (𝑥𝑥𝑥, 𝑥𝑥𝑥0)] d𝑆(𝑥𝑥𝑥), 𝑥𝑥𝑥0 ∈ 𝑉,
(2.6)

where 𝑛(𝑥𝑥𝑥) is the unit normal vector pointing into 𝑉 . The first and second integrals on the

right-hand side of (2.6) represent boundary distributions of point-sources and point-source

dipoles, known as single-layer potential and double-layer potential, respectively. The equation

above holds when the evaluation point 𝑥𝑥𝑥0 is located in𝑉 . When the evaluation point 𝑥𝑥𝑥0 approaches

the boundary 𝜕𝑉 , careful evaluation reveals that the single-layer potential remains continuous,

while the double-layer potential experiences a jump. By accounting for this discontinuity and

utilizing integral identities, we arrive at the following integral equation:

𝜑(𝑥𝑥𝑥0) = −2
∫
𝜕𝑉

𝐺 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) [𝑛𝑛𝑛(𝑥𝑥𝑥) · ∇𝜑(𝑥𝑥𝑥)]d𝑆(𝑥𝑥𝑥)

+2
∫ 𝑃𝑉

𝜕𝑉

𝜑(𝑥𝑥𝑥) [𝑛𝑛𝑛(𝑥𝑥𝑥) · ∇𝐺 (𝑥𝑥𝑥, 𝑥𝑥𝑥0)] d𝑆(𝑥𝑥𝑥), 𝑥𝑥𝑥0 ∈ 𝜕𝑉,
(2.7)

where the evaluation point is located on the boundary, and 𝑃𝑉 denotes the principal-value integral.

2.2 Stokes equation

In this section, we follow a similar approach to the one used for the Laplace’s equation in

the previous section. Let us consider the flow due to a point force located at 𝑥𝑥𝑥 = 𝑥𝑥𝑥0. The Stokes
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equation is given by:

∇ ·𝜎𝜎𝜎 + 𝛿𝑑 (𝑥𝑥𝑥− 𝑥𝑥𝑥0)𝑏𝑏𝑏 = −∇𝑝 + 𝜇∇2𝑢𝑢𝑢 + 𝛿𝑑 (𝑥𝑥𝑥− 𝑥𝑥𝑥0)𝑏𝑏𝑏 = 000, 𝑑 ∈ {2,3}, (2.8)

where 𝑏𝑏𝑏 is a constant vector characterizing the strength and direction of the point force, and

𝜎𝜎𝜎 = −∇𝑝 + 𝜇(∇𝑢𝑢𝑢 +∇𝑢𝑢𝑢𝑇 ) is the Newtonian hydrodynamic stress tensor. The Green’s function

for Stokes equation provides an incompressible velocity field ∇ ·𝑢𝑢𝑢 = 0, and pressure that satisfy

(2.8). It is convenient to express the solution in the following form, using index notation:

𝑢𝑖 (𝑥𝑥𝑥) =
1

2𝑑𝜋𝜇
G𝑖 𝑗 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) 𝑏 𝑗 , 𝑑 ∈ {2,3}, (2.9)

𝑝(𝑥𝑥𝑥) = 1
2𝑑𝜋

P 𝑗 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) 𝑏 𝑗 , (2.10)

𝜎𝑖 𝑗 (𝑥𝑥𝑥) =
1

2𝑑𝜋
T𝑖𝑘 𝑗 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) 𝑏𝑘 . (2.11)

The solution to (2.8) is given by

G𝑖 𝑗 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) = 𝛿𝑖 𝑗 ln𝑟 +
𝑟𝑖𝑟 𝑗

𝑟2 , (2.12)

P𝑖 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) = 2
𝑟𝑖

𝑟2 , (2.13)

T𝑖 𝑗 𝑘 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) = −4
𝑟𝑖𝑟 𝑗𝑟𝑘

𝑟4 , (2.14)

in two dimensions 𝑑 = 2, and by

G𝑖 𝑗 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) =
𝛿𝑖 𝑗

𝑟
+
𝑟𝑖𝑟 𝑗

𝑟3 , (2.15)

P𝑖 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) = 2
𝑟𝑖

𝑟3 , (2.16)

T𝑖 𝑗 𝑘 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) = −6
𝑟𝑖𝑟 𝑗𝑟𝑘

𝑟5 , (2.17)
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in three dimensions 𝑑 = 3. In the equations above, 𝑟𝑟𝑟 = 𝑥𝑥𝑥 − 𝑥𝑥𝑥0 represents the vector difference

between the field point 𝑥𝑥𝑥 and the singular point 𝑥𝑥𝑥0, while 𝑟 = |𝑥𝑥𝑥−𝑥𝑥𝑥0 | denotes the distance between

them. The tensors G and T are commonly known as the Stokeslet (or the Oseen-Burgers tensor)

and the stresslet, respectively. We highlight two important properties of the Green’s function for

velocity. First, it satisfies the incompressibility condition, which is expressed as:

𝜕G𝑖 𝑗
𝜕𝑥𝑖

(𝑥𝑥𝑥, 𝑥𝑥𝑥0) = 0. (2.18)

Secondly, it has the following symmetry property:

G𝑖 𝑗 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) = G𝑗𝑖 (𝑥𝑥𝑥0, 𝑥𝑥𝑥). (2.19)

In addition, the symmetry of the hydrodynamic stress tensor requires that:

T𝑖 𝑗 𝑘 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) = T𝑘 𝑗𝑖 (𝑥𝑥𝑥, 𝑥𝑥𝑥0). (2.20)

In order to recast the Stokes equation into the form of boundary integrals, we use Lorentz

reciprocal theorem which serves as the counterpart of Green’s second identity used in the

previous section. Without loss of generality, we proceed with the derivation for the case of three

dimensions, 𝑑 = 3. Let us consider two solutions of the Stokes equation for the same fluid, in the

control volume 𝑉 enclosed by the boudary 𝜕𝑉 , and denoted as 𝑢𝑖,𝜎𝑖 𝑗 and 𝑢′
𝑖
,𝜎′

𝑖 𝑗
. According to

the Lorentz reciprocal theorem, the following relation exists between these two solutions:

𝜕

𝜕𝑥 𝑗
(𝑢′𝑖𝜎𝑖 𝑗 −𝑢𝑖𝜎′

𝑖 𝑗 ) = 0. (2.21)

Integrating (2.21) over the control volume and appyling the divergence theorem, we obtain:

∫
𝜕𝑉

[
𝑢′𝑖 (𝑥𝑥𝑥)𝜎𝑖 𝑗 (𝑥𝑥𝑥) −𝑢𝑖 (𝑥𝑥𝑥)𝜎′

𝑖 𝑗 (𝑥𝑥𝑥)
]
𝑛 𝑗 (𝑥𝑥𝑥) d𝑆(𝑥𝑥𝑥) = 0. (2.22)
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where 𝑛𝑛𝑛 is the unit normal vector pointing into the control volume 𝑉 . Next, we substitute (2.9)

and (2.11) into the equation above. If the singular point is outside of the control volume, 𝑥𝑥𝑥0 ∉𝑉

the function inside the bracket is regular. Therefore, using the divergence theorem, we obtain:

∫
𝜕𝑉

[
G𝑖 𝑗 (𝑥𝑥𝑥, 𝑥𝑥𝑥0)𝜎𝑖𝑘 (𝑥𝑥𝑥) − 𝜇𝑢𝑖 (𝑥𝑥𝑥)T𝑖 𝑗 𝑘 (𝑥𝑥𝑥, 𝑥𝑥𝑥0)

]
𝑛𝑘 d𝑆(𝑥𝑥𝑥) = 0. (2.23)

However, when 𝑥𝑥𝑥0 ∈ 𝑉 the function inside the bracket in (2.23) is singular at 𝑥𝑥𝑥 = 𝑥𝑥𝑥0. To handle

this singularity, we consider a spherical volume 𝑉𝜖 with radius 𝜖 , centered at 𝑥𝑥𝑥 = 𝑥𝑥𝑥0. By doing so,

we convert (2.23) to the following regular integral over the reduced volume, 𝑉 −𝑉𝜖 :∫
𝜕𝑉∪𝜕𝑉𝜖

[
G𝑖 𝑗 (𝑥𝑥𝑥, 𝑥𝑥𝑥0)𝜎𝑖𝑘 (𝑥𝑥𝑥) − 𝜇𝑢𝑖 (𝑥𝑥𝑥)T𝑖 𝑗 𝑘 (𝑥𝑥𝑥, 𝑥𝑥𝑥0)

]
𝑛𝑘 d𝑆(𝑥𝑥𝑥) = 0. (2.24)

In the limit of 𝜖 → 0, it can be shown that the boundary integral over 𝜕𝑉𝜖 is equal to 8𝜋𝜇𝑢 𝑗 (𝑥𝑥𝑥0)

[125]. Therefore, we obtain the Stokes boundary integral equation as:

𝑢 𝑗 (𝑥𝑥𝑥0) = − 1
8𝜋𝜇

∫
𝜕𝑉

G𝑖 𝑗 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) 𝑓𝑘 (𝑥𝑥𝑥) d𝑆(𝑥𝑥𝑥)

+ 1
8𝜋

∫
𝜕𝑉

𝑢𝑖 (𝑥𝑥𝑥)T𝑖 𝑗 𝑘 (𝑥𝑥𝑥, 𝑥𝑥𝑥0)𝑛𝑘 d𝑆(𝑥𝑥𝑥), 𝑥𝑥𝑥000 ∈ 𝑉.
(2.25)

where 𝑓𝑘 = 𝜎𝑗 𝑘𝑛𝑘 is the hydrodynamic traction. Physically, the first integral on the right-hand

side of (2.25) represents the flow due to a boundary distribution of point forces, known as the

single-layer potential. The second integral however, represents the flow due to a distribution of

point-force dipoles on the boundary and is called the double-layer potential. As the evaluation

point 𝑥𝑥𝑥0 approaches the boundary, the double-layer potential exhibits a jump. By accounting for

this jump and utilizing integral identities, we derive the following boundary integral equation
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when the evaluation point is precisely located on the boundary, 𝑥𝑥𝑥0 ∈ 𝜕𝑉 [125]:

𝑢 𝑗 (𝑥𝑥𝑥0) = − 1
4𝜋𝜇

∫
𝜕𝑉

G𝑖 𝑗 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) 𝑓𝑘 (𝑥𝑥𝑥) d𝑆(𝑥𝑥𝑥)

+ 1
4𝜋

∫ 𝑃𝑉

𝜕𝑉

𝑢𝑖 (𝑥𝑥𝑥)T𝑖 𝑗 𝑘 (𝑥𝑥𝑥, 𝑥𝑥𝑥0)𝑛𝑘 d𝑆(𝑥𝑥𝑥), 𝑥𝑥𝑥000 ∈ 𝜕𝑉,
(2.26)

where 𝑃𝑉 denotes the principal-value.

The Laplace’s and Stokes boundary integral equations presented in equations (2.7) and

(2.26) can be numerically solved through various techniques such as discretizing the boundary

into elements or employing spectral methods. The primary advantage of boundary integral

methods lies in their ability to reduce the solution space by one dimension. Rather than solving

the governing equations within the entire physical domain 𝑉 , as done in finite element or

finite difference methods, boundary integral methods focus solely on solving the equations on

the boundary 𝜕𝑉 . This reduction in dimensionality significantly improves the computational

efficiency.

Boundary integral methods particularly excel in cases involving linear, elliptic, and

homogeneous partial differential equations governing boundary value problems. For such

problems, boundary integral methods offer superior performance compared to conventional

methods like finite element and finite difference approaches. However, the discretization

of boundary integral equations results in dense linear systems that require iterative solvers.

Additionally, since the boundary integral method is derived using fundamental singularity

solutions, the resulting integrals may be singular. These singularities must be treated either

analytically or numerically to ensure accurate and convergent numerial solutions.
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Chapter 3

Electrohydrodynamic instabilities in vis-
cous films

Electrohydrodynamic instabilities of fluid-fluid interfaces can be exploited in various

microfluidic applications in order to enhance mixing, replicate well-controlled patterns or generate

drops of a particular size. In this work, we study the stability and dynamics of a system of

three superimposed layers of two immiscible fluids subject to a normal electric field. Following

the Taylor-Melcher leaky dielectric model, the bulk remains electroneutral while a net charge

accumulates on the interfaces. The interfacial charge dynamics is captured by a conservation

equation accounting for Ohmic conduction, advection by the flow and finite charge relaxation.

Using this model, we perform a linear stability analysis and identify different modes of instability,

and we characterize the behavior of the system as a function of the relevant dimensionless

groups in each mode. Further, we perform numerical simulations using the boundary element

method in order to study the effect of nonlinearities on long-time interfacial dynamics. We

demonstrate how the coupling of flow and surface charge transport in different modes of instabil-

ity can give rise to nonlinear phenomena such as tip streaming or pinching of the film into droplets.
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3.1 Introduction

The interface between two immiscible fluids can become unstable under the effect of an

imposed electric field. In weakly conducting dielectrics, ion dissociation in the presence of an

electric field is negligible, and therefore, diffuse Debye layers are absent in these systems where

the fluid motion occurs as a result of the coupling between the electric and the hydrodynamic

stresses at the interface. Following the Taylor-Melcher leaky dielectric model, the bulk of the

fluid is assumed electroneutral and all free charges are concentrated on the interfaces separating

the fluid volumes with different electrical properties [103, 143]. The electric field acting on the

interfacial charge creates electric stresses along the normal and tangential directions, which cause

deformation and drag the fluid into motion. Surface tension acts mainly as a stabilizing effect,

trying to restore the equilibrium interfacial shape.

In their pioneering works, Taylor and McEwan [178] and Melcher and coworkers

[104, 105] studied the effect of an electric field on the stability of fluid-fluid interfaces and

provided analytical solutions in different limits. Their analyses were followed by an extensive

body of research aiming to obtain more accurate analytical solutions [119, 95, 190], to provide

numerical solutions for large deformations [179, 33] and to study more complex configurations

such as multi-layer systems [107, 124, 156, 202, 204]. Of interest to us here is to understand the

stability and dynamics of a system of superimposed fluid layers under the effect of an external

electric field. Apart from its fundamental importance, there has been a renewed interest in this

topic in recent years due to engineering applications where these electrohydrodynamic (EHD)

instabilities have been exploited to develop techniques by which well-controlled patterns can

be replicated on free surfaces, such as polymeric films or fluid layers flowing in microfluidic

channels. In one of these techniques, EHD instabilities are employed to create fine periodic

patterns in polymeric layers confined between a substrate and a mask [31, 146, 147, 96, 111].

A summary of these applications is reviewed in [199]. Theoretical analyses and numerical

simulations have been employed to study the behavior of these systems under the following
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assumptions: (i) in the limit of zero inertia [179, 35, 190], (ii) in the limit of instantaneous charge

relaxation where the charge is mainly transported via Ohmic current [179, 204], and (iii) using

the lubrication approximation for thin films [124, 156, 179, 95].

More recently, EHD instabilities have been used in microfluidic devices to enhance

mixing, or to generate droplets of a certain size. Zahn and Reddy [202] developed a microfluidic

mixer where two streams of immiscible fluids are mixed in a microchannel by applying an external

field. Zhang et al. [204] used transfer relations to study two- and trilayer systems in a variety

of configurations such as unbounded geometries and channel flows, and provided analytical

solutions in different limits of the Reynolds number. They recovered the previous analytical

results of [107, 119] for trilayer systems, and those of [190] for two-layers systems as special

cases of their model. Considering the limit of instantaneous charge relaxation, they observed two

modes of instability which they referred to as “kink” and “sausage”.

In this work, we study the stability and dynamics of a freely suspended viscous film

that is subject to a perpendicular external electric field. We use a charge transport model that

incorporates finite charge relaxation, interfacial charge convection as well as Ohmic conduction

from the bulk. This enables us to characterize the effect of charge convection on the behavior of

the system, which is especially important under strong electric fields. We present the governing

equations in Sec. 3.2 and their non-dimensionalization in Sec. 3.3. Next, we conduct a linear

stability analysis in Sec. 3.4 where we study the effect of the non-dimensional parameters

governing the system on the fastest growing mode at the onset of instability. To supplement our

theory, we employ boundary element simulations in Sec. 3.5 to explore how the development of

the flow and charge dynamics far from equilibrium gives rise to nonlinear phenomena such as tip

streaming or pinching into droplets. Finally, we conclude and discuss the potential extensions to

the present work in Sec. 3.6.
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Figure 3.1. Problem definition: a liquid film suspended between two infinite immiscible liquid
layers is subject to a perpendicular electric field 𝐸𝐸𝐸∞.

3.2 Problem definition and governing equations

We study electrohydrodynamic instabilities that arise at the interfaces of a neutrally

buoyant liquid film that is suspended in another liquid and subject to a uniform electric field along

the perpendicular direction 𝐸𝐸𝐸∞ = 𝐸∞𝑒̂𝑒𝑒𝑧. The liquid film occupying volume 𝑉𝑚 is surrounded

by the upper layer 𝑉𝑢 from above, and by the lower layer 𝑉𝑙 from below as depicted in Fig. 3.1.

The subscripts 𝑙, 𝑚 and 𝑢 correspond to the lower, middle and upper layers, respectively. The

interfaces separating the three liquid layers are denoted by 𝑆𝑙 and 𝑆𝑢. At equilibrium, the system is

at rest, both interfaces are flat and coincide with the planes 𝑧 = ±ℎ. We consider two-dimensional

dynamics in the (𝑥, 𝑧) plane. The shape of each interface is parametrized as 𝑧 = 𝜉𝑙,𝑢 (𝑥, 𝑡), with

unit normal 𝑛𝑛𝑛 pointing from the film into the suspending liquid.

The two phases are immiscible leaky dielectric Newtonian fluids with constant material

properties. The electric permittivities, electric conductivities and viscosities are denoted by

(𝜖, 𝜎̄, 𝜇̄) in the film and by (𝜖,𝜎, 𝜇) in the suspending liquid. Following the Taylor-Melcher

leaky dielectric model [103], the bulk is assumed to be electroneutral while any net charge in

the system is concentrated on the interfaces between the two liquids. Consequently, the electric
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potential is harmonic in all layers:

∇2𝜑 𝑗 (𝑥𝑥𝑥) = 0, 𝑥𝑥𝑥 ∈ 𝑉 𝑗 , 𝑗 ∈ {𝑙,𝑚,𝑢}. (3.1)

Far from the film, the electric field 𝐸𝐸𝐸 = −∇𝜑 approaches the applied uniform field:

𝐸𝐸𝐸 → 𝐸𝐸𝐸∞ = 𝐸∞𝑒̂𝑒𝑒𝑧, as 𝑧→±∞. (3.2)

Across the interface, the tangential component of the electric field remains continuous while its

normal component undergoes a jump due to the mismatch in electrical properties on both sides:

𝑛𝑛𝑛×⟦𝐸𝐸𝐸⟧ = 000, 𝑥𝑥𝑥 ∈ 𝑆 𝑗 , 𝑗 ∈ {𝑙, 𝑢}. (3.3)

As a result, a surface charge density 𝑞(𝑥𝑥𝑥) develops on each interface and is given by Gauss’s law:

𝑞𝑖 (𝑥𝑥𝑥) = 𝑛𝑛𝑛 ·⟦𝜖𝐸𝐸𝐸⟧, 𝑥𝑥𝑥 ∈ 𝑆𝑖, 𝑖 ∈ {𝑙, 𝑢}. (3.4)

The jump operator introduced above is defined as the subtraction of any field variable on both

sides of each interface, ⟦F (𝑥𝑥𝑥)⟧ = F𝑙,𝑢 (𝑥𝑥𝑥) −F𝑚 (𝑥𝑥𝑥). The evolution of the surface charge density

is described by a charge conservation equation accounting for finite charge relaxation, Ohmic

conduction from the bulk and charge convection by the induced velocity:

𝜕𝑡𝑞𝑖 +𝑛𝑛𝑛 ·⟦𝜎𝐸𝐸𝐸⟧+∇𝑠 · (𝑞𝑢𝑢𝑢)𝑖 = 0, 𝑥𝑥𝑥 ∈ 𝑆𝑖, 𝑖 ∈ {𝑙, 𝑢}, (3.5)

where ∇𝑠 = (𝐼𝐼𝐼 −𝑛𝑛𝑛𝑛𝑛𝑛) · ∇ is the surface gradient operator.

Neglecting the effects of inertia and gravity, the fluid motion is governed by the Stokes
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equations in all layers:

𝜇̄∇2𝑢𝑢𝑢𝑚 −∇𝑝𝑚 = 0, ∇ ·𝑢𝑢𝑢𝑚 = 0, 𝑥𝑥𝑥 ∈ 𝑉𝑚, (3.6)

𝜇∇2𝑢𝑢𝑢 𝑗 −∇𝑝 𝑗 = 0, ∇ ·𝑢𝑢𝑢 𝑗 = 0, 𝑥𝑥𝑥 ∈ 𝑉 𝑗 , 𝑗 ∈ {𝑙, 𝑢}. (3.7)

The velocity is continuous across the interfaces, and vanishes far away from the film:

⟦𝑢𝑢𝑢(𝑥𝑥𝑥)⟧ = 000, 𝑥𝑥𝑥 ∈ 𝑆𝑙,𝑢, (3.8)

𝑢𝑢𝑢(𝑥𝑥𝑥) → 000, as 𝑧→±∞. (3.9)

In the absence of Marangoni effects, the jump in electric and hydrodynamic tractions across each

interface is balanced by surface tension forces:

⟦ 𝑓𝑓𝑓 𝐻⟧+⟦ 𝑓𝑓𝑓 𝐸⟧ = 𝛾(∇𝑠 · 𝑛𝑛𝑛)𝑛𝑛𝑛, 𝑥𝑥𝑥 ∈ 𝑆𝑙,𝑢, (3.10)

where 𝛾 denotes the surface tension between the two liquids, assumed to be constant. Hydro-

dynamic and electric tractions can be expressed in terms of the Newtonian and Maxwell stress

tensors, respectively:

𝑓𝑓𝑓 𝐻 = 𝑛𝑛𝑛 ·𝑇𝑇𝑇𝐻 , 𝑇𝑇𝑇𝐻 = −𝑝𝐼𝐼𝐼 + 𝜇
(
∇𝑢𝑢𝑢 +∇𝑢𝑢𝑢𝑇

)
, (3.11)

𝑓𝑓𝑓 𝐸 = 𝑛𝑛𝑛 ·𝑇𝑇𝑇𝐸 , 𝑇𝑇𝑇𝐸 = 𝜖

(
𝐸𝐸𝐸𝐸𝐸𝐸 − 1

2𝐸
2𝐼𝐼𝐼

)
. (3.12)

The electric traction can alternatively be expressed in terms of its tangential and normal

components:

𝑓𝑓𝑓 𝐸 = ⟦𝜖𝐸𝑛⟧𝐸𝐸𝐸 𝑡 +
1
2
⟦𝜖 (𝐸𝑛2 −𝐸 𝑡2)⟧𝑛𝑛𝑛 = 𝑞𝐸𝐸𝐸 𝑡 +⟦𝑝𝐸⟧𝑛𝑛𝑛. (3.13)

The effect of the tangential electric field on the interfacial charge distribution is captured by the

first term on the right-hand side. The second term captures normal electric stresses and can be
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interpreted as the jump in an electric pressure [90].

Finally, the interfaces evolve and deform under the local velocity field as material surfaces.

Defining the functions 𝑔𝑙,𝑢 (𝒙, 𝑡) = 𝑧− 𝜉𝑙,𝑢 (𝑥, 𝑡), the kinematic boundary conditions read:

D𝑔 𝑗
D𝑡

= 0, 𝑥𝑥𝑥 ∈ 𝑆 𝑗 , 𝑗 ∈ {𝑙, 𝑢}, (3.14)

leading to the conditions

𝜕𝑡𝜉 𝑗 = −𝑢𝜕𝑥𝜉 𝑗 +𝑤, 𝑥𝑥𝑥 ∈ 𝑆 𝑗 , 𝑗 ∈ {𝑙, 𝑢}, (3.15)

where 𝑢𝑢𝑢 = (𝑢,𝑤) are the velocity components. Also, the outward unit normal vectors to each

interface can be written as 𝒏𝑢 = (∇𝑔/|∇𝑔 |)𝑢 and 𝒏𝑙 = −(∇𝑔/|∇𝑔 |)𝑙 .

3.3 Non-dimensionalization

For the system of governing equations presented above, dimensional analysis yields five

non-dimensional groups, three of which characterize the mismatch in physical properties between

the film and the suspending liquid:

𝑅 =
𝜎

𝜎̄
, 𝑄 =

𝜖

𝜖
, 𝜆 =

𝜇̄

𝜇
. (3.16)

A system with 𝜆 > 1 corresponds to a film that is more viscous than the suspending liquid, and

vice versa. The limit 𝜆→∞ describes a rigid film, while 𝜆→ 0 is relevant to describe a gas film

suspended in a liquid.

The other two non-dimensional groups can be obtained as the ratios of different times

scales in the problem. First, we note that the conduction response of each liquid layer is

characterized by the charge relaxation time scale, which is the time required for the free charge in
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the bulk to relax:

𝜏𝑐 =
𝜖

𝜎
, 𝜏𝑐 =

𝜖

𝜎̄
, (3.17)

as can be deduced from Eqs. (3.4) and (3.5). The product 𝑅𝑄 = 𝜏𝑐/𝜏𝑐 is the ratio of the charge

relaxation time scales in both liquids. For instance, in the case 𝑅𝑄 < 1 conduction occurs at

a faster rate in the film. Under an applied electric field, free charges in the bulk start to move

towards the interfaces, resulting in the polarization of the film. This occurs on a time scale

comparable to the Maxwell-Wagner relaxation time:

𝜏𝑀𝑊 =
𝜖 +2𝜖
𝜎̄ +2𝜎

=
𝜏𝑐

𝛼
, where 𝛼 =

1+2𝑅
𝑅(𝑄 +2) . (3.18)

Following the accumulation of charge on the interfaces, the fluid is dragged into motion

due to the force exerted by the electric field. This electrohydrodynamic flow deforms the interfaces

on a time scale that is proportional to the inverse shear rate of the driving electric stress:

𝜏𝐸𝐻𝐷 =
𝜇(1+𝜆)
𝜖𝐸∞

2 . (3.19)

In response, the interfacial tension acts as a restoring effect trying to minimize the surface area.

The deformed interface recovers its equilibrium flat shape on the capillary time scale defined as:

𝜏𝛾 =
𝜇(1+𝜆)ℎ

𝛾
. (3.20)

By comparing 𝜏𝑐, 𝜏𝐸𝐻𝐷 and 𝜏𝛾, we can construct two additional non-dimensional groups.

First, we define the electric capillary number as the ratio of the capillary time scale over the

electrohydrodynamic flow time scale:

𝐶𝑎𝐸 =
𝜏𝛾

𝜏𝐸𝐻𝐷
=
𝜖𝐸∞

2ℎ

𝛾
. (3.21)
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According to Eq. (3.21), the stronger the applied electric field the larger the electric capillary

number. Moreover, the ratio of the charge relaxation time scale to the flow time scale defines the

electric Reynolds number:

𝑅𝑒𝐸 =
𝜏𝑐

𝜏𝐸𝐻𝐷
=

𝜖2𝐸∞
2

𝜇(1+𝜆)𝜎, (3.22)

which characterizes the importance of charge convection versus conduction, two mechanisms

responsible for the evolution of the interfacial charge distribution.

We scale the governing equations and boundary conditions using time scale 𝜏𝑀𝑊 , length

scale ℎ, pressure scale 𝜖𝐸2
∞, velocity scale ℎ𝜏−1

𝐸𝐻𝐷
, and characteristic electric potential ℎ𝐸∞. The

dimensionless momentum equations read:

∇2𝑢𝑢𝑢𝑚 − (1+𝜆−1)∇𝑝𝑚 = 0, 𝑥𝑥𝑥 ∈ 𝑉𝑚, (3.23)

∇2𝑢𝑢𝑢 𝑗 − (1+𝜆)∇𝑝 𝑗 = 0, 𝑥𝑥𝑥 ∈ 𝑉 𝑗 , 𝑗 ∈ {𝑙, 𝑢}. (3.24)

The charge conservation equations become:

𝛼𝜕𝑡𝑞 𝑗 +𝑛𝑛𝑛 ·
[
𝐸𝐸𝐸 𝑗 −𝑅−1𝐸𝐸𝐸𝑚

]
+𝑅𝑒𝐸∇𝑠 · (𝑞𝑢𝑢𝑢) 𝑗 = 0, 𝑥𝑥𝑥 ∈ 𝑆 𝑗 , 𝑗 ∈ {𝑙, 𝑢} (3.25)

where

𝑞 𝑗 = 𝑛𝑛𝑛 ·
[
𝐸𝐸𝐸 𝑗 −𝑄𝐸𝐸𝐸𝑚

]
, 𝑥𝑥𝑥 ∈ 𝑆 𝑗 , 𝑗 ∈ {𝑙, 𝑢}. (3.26)

The stress balance at the interfaces yields:

𝑛𝑛𝑛 ·
[
− 𝑝 𝑗 𝑰 + (1+𝜆)−1(∇𝑢𝑢𝑢 𝑗 +∇𝑢𝑢𝑢𝑇𝑗 ) + 𝑝𝑚 𝑰− (1+𝜆−1)−1(∇𝑢𝑢𝑢𝑚 +∇𝑢𝑢𝑢𝑇𝑚)

]
+𝑛𝑛𝑛 ·

[
(𝐸𝐸𝐸 𝑗𝐸𝐸𝐸 𝑗 − 1

2𝐸
2
𝑗 𝑰) −𝑄(𝐸𝐸𝐸𝑚𝐸𝐸𝐸𝑚 − 1

2𝐸
2
𝑚 𝑰)

]
= 𝐶𝑎−1

𝐸 (∇𝑠 · 𝑛𝑛𝑛)𝑛𝑛𝑛, 𝑥𝑥𝑥 ∈ 𝑆 𝑗 , 𝑗 ∈ {𝑙, 𝑢}.
(3.27)

Finally, the kinematic boundary conditions become:

𝛼𝜕𝑡𝜉 𝑗 = 𝑅𝑒𝐸 (𝑤−𝑢𝜕𝑥𝜉 𝑗 ), 𝑥𝑥𝑥 ∈ 𝑆 𝑗 , 𝑗 ∈ {𝑙, 𝑢}. (3.28)
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The remaining governing equations and boundary conditions in (3.1)–(3.3), (3.8) and (3.9) remain

unchanged in their non-dimensional form, and hence are not repeated here for brevity. In the

remainder of the paper, all equations and variables are presented in non-dimensional form.

3.4 Linear stability analysis

3.4.1 Theoretical formulation

In this section, we perform a linear stability analysis to study the dynamic behavior of

the system at short times as a function of the governing parameters. We note that the system

is stable in the absence of the electric field due to the effect of surface tension. In the base

state (tilded variables), all liquid layers are at rest, both interfaces have flat shapes, 𝜉𝑢 = −𝜉𝑙 = 1,

and the interfacial charges are 𝑞𝑢 = −𝑞𝑙 = 1− 𝑅𝑄. The applied electric field induces pressure

jumps 𝑝𝑢 − 𝑝𝑚 = 𝑝𝑙 − 𝑝𝑚 = (1−𝑄𝑅2)/2 across the interfaces due to the mismatch in electrical

properties between the film and the suspending liquid. We consider infinitesimal perturbations

(primed variables) applied to the base state variables:

𝜉𝑙 = −1+ 𝜀𝜉′𝑙 , 𝜉𝑢 = 1+ 𝜀𝜉′𝑢, 𝑞𝑙 = 𝑞𝑙 + 𝜀𝑞′𝑙 , 𝑞𝑢 = 𝑞𝑢 + 𝜀𝑞′𝑢, (3.29)

𝜑 𝑗 = 𝜑̃ 𝑗 + 𝜀𝜑′𝑗 , 𝑢𝑢𝑢 𝑗 = 𝑢̃𝑢𝑢 𝑗 + 𝜀𝑢𝑢𝑢′𝑗 , 𝑝 𝑗 = 𝑝 𝑗 + 𝜀𝑝′𝑗 , 𝑗 ∈ {𝑙,𝑚,𝑢}. (3.30)

Next, we substitute Eqs. (3.29) and (3.30) into the governing equations and boundary conditions

and linearize with respect to 𝜀. The governing equations for the electric potential, velocity and

pressure are:

∇2𝜑′𝑗 (𝑥𝑥𝑥) = 0, 𝑥𝑥𝑥 ∈ 𝑉 𝑗 , 𝑗 ∈ {𝑙,𝑚,𝑢}, (3.31)

∇2𝑢𝑢𝑢′𝑚 − (1+𝜆−1)∇𝑝′𝑚 = 0, 𝑥𝑥𝑥 ∈ 𝑉𝑚, (3.32)

∇2𝑢𝑢𝑢′𝑗 − (1+𝜆)∇𝑝′𝑗 = 0, 𝑥𝑥𝑥 ∈ 𝑉 𝑗 , 𝑗 ∈ {𝑙, 𝑢}. (3.33)
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with jump conditions ⟦𝑢′⟧ = ⟦𝑤′⟧ = 0 and 𝑒̂𝑒𝑒𝑧 ×⟦𝐸𝐸𝐸′⟧+𝑛𝑛𝑛′×⟦𝐸̃𝐸𝐸⟧ = 0. The stress balance at the

linearized location of the upper interface 𝑧 = 1 yields

(1−𝑄𝑅2)𝜕𝑥𝜉′𝑢 = (1+𝜆−1)−1 (
𝜕𝑧𝑢

′
𝑚 + 𝜕𝑥𝑤′

𝑚

)
− (1+𝜆)−1 (

𝜕𝑧𝑢
′
𝑢 + 𝜕𝑥𝑤′

𝑢

)
+ 𝜕𝑥𝜑′𝑢 −𝑅𝑄𝜕𝑥𝜑′𝑚,(3.34)

𝐶𝑎−1
𝐸
𝜕𝑥𝑥𝜉

′
𝑢 = 2(1+𝜆−1)−1𝜕𝑧𝑤

′
𝑚 −2(1+𝜆)−1𝜕𝑧𝑤

′
𝑢 + 𝑝′𝑢 − 𝑝′𝑚 + 𝜕𝑧𝜑′𝑢 −𝑅𝑄𝜕𝑧𝜑′𝑚, (3.35)

along the 𝑥 and 𝑧 directions, respectively. The kinematic boundary condition, charge conservation

equation and Gauss’s law read:

𝛼𝜕𝑡𝜉
′
𝑢 = 𝑅𝑒𝐸𝑤

′
𝑢, (3.36)

𝛼𝜕𝑡𝑞
′
𝑢 =

[
𝜕𝑧𝜑

′
𝑢 −𝑅−1𝜕𝑧𝜑

′
𝑚

]
+𝑅𝑒𝐸 (1−𝑅𝑄)𝜕𝑧𝑤′

𝑢, (3.37)

𝑞′𝑢 =𝑄𝜕𝑧𝜑
′
𝑚 − 𝜕𝑧𝜑′𝑢 . (3.38)

Similarly, the linearized boundary conditions on the lower interface 𝑧 = −1 are:

(1−𝑄𝑅2)𝜕𝑥𝜉′𝑙 = (1+𝜆−1)−1 (
𝜕𝑧𝑢

′
𝑚 + 𝜕𝑥𝑤′

𝑚

)
− (1+𝜆)−1 (

𝜕𝑧𝑢
′
𝑙
+ 𝜕𝑥𝑤′

𝑙

)
+ 𝜕𝑥𝜑′𝑙 −𝑅𝑄𝜕𝑥𝜑

′
𝑚,(3.39)

𝐶𝑎−1
𝐸
𝜕𝑥𝑥𝜉

′
𝑙
= 2(1+𝜆)−1𝜕𝑧𝑤

′
𝑙
−2(1+𝜆−1)−1𝜕𝑧𝑤

′
𝑚 + 𝑝′𝑚 − 𝑝′𝑙 +𝑅𝑄𝜕𝑧𝜑

′
𝑚 − 𝜕𝑧𝜑′𝑙 , (3.40)

𝛼𝜕𝑡𝜉
′
𝑙
= 𝑅𝑒𝐸𝑤

′
𝑙
, (3.41)

𝛼𝜕𝑡𝑞
′
𝑙
=

[
𝑅−1𝜕𝑧𝜑

′
𝑚 − 𝜕𝑧𝜑′𝑙

]
−𝑅𝑒𝐸 (1−𝑅𝑄)𝜕𝑧𝑤′

𝑙
, (3.42)

𝑞′
𝑙
= 𝜕𝑧𝜑

′
𝑙
−𝑄𝜕𝑧𝜑′𝑚 . (3.43)

Next, we seek normal-mode solutions of the form 𝜑′(𝑥, 𝑧, 𝑡) = ℜ{𝜑̂(𝑧) exp (𝑠𝑡 + 𝑖𝑘𝑥)}, with

similar expressions for all the variables. We perform a temporal stability analysis, in which

the wavenumber 𝑘 of the perturbation is real-value and the corresponding growth rate 𝑠 can in

general be complex. Substituting the normal-mode solutions into the governing equations, we

obtain a coupled system of differential equations for the normal-mode amplitude functions such

as 𝜑̂(𝑧) (see appendix A.1 for details of the equations). Applying the boundary conditions along
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Figure 3.2. Streamlines of the flow in the two dominant modes of linear instability: (a) in-phase
(sinuous) mode when 𝑅 = 2, (b) antiphase (varicose) mode when 𝑅 = 0.5. Other parameters are
(𝑄,𝜆,𝐶𝑎𝐸 , 𝑅𝑒𝐸 ) = (1,1,10,1) in both systems. The blue region illustrates a typical shape of the
film in the dominant mode.

with the decay properties as 𝑧→±∞ results in an algebraic system for the unknown coefficients.

Finally, we obtain a biquadratic dispersion relation by setting the determinant of the algebraic

system to zero.

Employing a more comprehensive charge transport model compared to the previous

studies [204, 95] results in a larger number of parameters. Therefore, the eigenvalue problem is

solved numerically for every 𝑘 , and the effect of each parameter on the stability of the system is

characterized. Using our methodology for the case of two semi-infinite fluid layers as well as

three-layer channel flow, we recover the analytical results of [204] in the limit of instantaneous

charge relaxation, where the charge is transported only via Ohmic conduction.

The linear stability analysis (LSA) yields two types of eigenmodes. Given that the

dispersion equation is biquadratic in 𝑠, there are two solution branches associated with each mode

(for a total of four eigenvalues), one of which is dominant. In the first mode, the instability is

characterized by the growth of in-phase (sinuous) perturbations for the two interfaces (𝜉𝑢 = 𝜉𝑙 +2).

In the second mode, however, antiphase (varicose) perturbations are the most unstable (𝜉𝑢 = −𝜉𝑙).

Figure 3.2 shows the flow induced in each mode of instability along with the typical shapes of

the film.
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The effect of the external electric field is characterized by both the electric capillary

number and the electric Reynolds number. Figure 3.3 shows the growth rate as a function of

wavenumber 𝑘 in each mode of instability for different values of 𝐶𝑎𝐸 and 𝑅𝑒𝐸 . For a given

pair of leaky dielectric liquids, the electric capillary number 𝐶𝑎𝐸 characterizes the strength

of the electric stresses versus surface tension effects. According to Fig. 3.3(a), the system

is unstable at low wavenumbers over a finite range of 𝑘 , and increasing 𝐶𝑎𝐸 destabilizes the

system by increasing the maximum growth rate as well as the width of the unstable range. The

effect of surface tension becomes stronger for large values of 𝑘 until it stabilizes the system for

𝑘 > 𝑘𝑚𝑎𝑟𝑔 > 0 where 𝑘𝑚𝑎𝑟𝑔 is the wavenumber associated with the marginal stability (𝑠𝑚𝑎𝑟𝑔 = 0).

The electric Reynolds number plays a critical role in determining the charge transport regime

and consequently the dynamics of the system. As 𝑅𝑒𝐸 increases, the dominant mode of charge

transport switches from Ohmic conduction to charge convection on the interface. According

to Fig. 3.3(b), increasing 𝑅𝑒𝐸 not only destabilizes the system, but can also alter the dominant

mode of instability. Fig. 3.4 shows 𝑘𝑚𝑎𝑟𝑔 as a function of 𝐶𝑎𝐸 and 𝑅𝑒𝐸 for two model systems

with different dominant unstable modes. According to Fig. 3.4, 𝑘𝑚𝑎𝑟𝑔 is identical between the

two modes for large values of 𝐶𝑎𝐸 and 𝑅𝑒. Moreover, 𝑘𝑚𝑎𝑟𝑔 increases as a function of 𝐶𝑎𝐸 and

grows linearly when 𝐶𝑎𝐸 ≫ 1.

The fate of the system following the onset of instability is determined by the dynamical

behavior in the fastest growing mode. The maximum growth rate and the corresponding

wavenumber in each mode are denoted respectively as 𝑠𝑚𝑎𝑥 and 𝑘𝑚𝑎𝑥 . We studied the effect

of each non-dimensional group on the maximum growth rate in Figs. 3.5 and 3.6 (for more

information on 𝑘𝑚𝑎𝑥 see appendix A.2). Information about the fastest growing mode is of

practical importance for engineering applications where electrohydrodynamic instabilities may

be utilized to generate interfacial patterns with a prescribed length scale [31, 111, 202]. When

𝑅𝑄 < 1 (𝜏𝑐 < 𝜏𝑐), the charge is provided to the interface at a faster rate in the film than in the

bulk. Therefore, the interfacial charge is predominantly provided from the film, and the dipole

moment is aligned with the external electric field. Conversely, when 𝑅𝑄 > 1, the suspending
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Figure 3.3. Growth rate versus wavenumber in the dominant modes of linear instability for
(𝑅,𝑄,𝜆) = (0.5,1,1): (a) effect of electric capillary number when 𝑅𝑒𝐸 = 1. Inset shows the
unstable wavenumbers. (b) Effect of electric Reynolds number when 𝐶𝑎𝐸 = 10.

liquid is more conducting and the dipole moment is anti-parallel to the applied electric field.

Since displacing the dipole moment by deforming the interface results in a destabilizing torque,

the system is inherently more unstable in this configuration. This is confirmed in Figs. 3.5 and

3.6(a) when comparing the maximum growth rates between two model systems with 𝑅𝑄 = 2 and

0.5. We note the two systems are comprised of identical leaky dielectric liquids that are arranged

in an opposite order in the film and the suspending phase (𝑅1 = 𝑅
−1
2 ). According to Fig. 3.5(a),

the maximum growth rate in each mode increases with 𝐶𝑎𝐸 until it plateaus at 𝐶𝑎𝐸 ≫ 1. Figure

3.5(b) shows the maximum growth rate as a function of 𝑅𝑒𝐸 for two different configurations.

Increasing the electric Reynolds number has a destabilizing effect in both cases. Additionally, the

mode of instability (in-phase vs antiphase) can switch as a function of electric Reynolds number.

The maximum growth rate is found to scale linearly with 𝑅𝑒𝐸 in both limits of 𝑅𝑒𝐸 ≫ 1 and

𝑅𝑒𝐸 ≪ 1.

The effect of the ratios of material properties is considered in more detail in Fig. 3.6. We

observe in Fig. 3.6(a) that a large viscosity ratio (more viscous film) is unfavorable for stability

regardless of the configuration. Moreover, the dominant mode of stability switches from antiphase

to in-phase when going from small to large values of 𝜆. Figures 3.6(b) and (c) characterize the

effect of conductivity ratio 𝑅 and permittivity ratio𝑄 on the stability of the system, while all other
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Figure 3.4. Wavenumber 𝑘𝑚𝑎𝑟𝑔 corresponding to marginally stable perturbations (𝜎 = 0) in
different modes of instability as a function of: (a) electric capillary number, and (b) electric
Reynolds number for two different systems with 𝑅 = 0.5 and 𝑅 = 2 while (𝑄,𝜆) = (1,1). 𝑅𝑒𝐸 = 1
in (a) and 𝐶𝑎𝐸 = 10 in (b).

material properties are kept the same between the fluid layers. The larger growth rates observed at

large values of 𝑅 and𝑄 confirm our expectation that 𝑅𝑄 > 1 (𝜏𝑐 > 𝜏𝑐) corresponds to a system that

is more electrically unstable. According to Fig. 3.6(c), the maximum growth rate is independent of

the permittivity ratio when 𝑄≪ 1 and the mode of instability changes from antiphase to in-phase

going from 𝑄 < 1 to 𝑄 > 1. We also note that the system becomes stable as 𝑅𝑄 approaches 1

in both Fig. 3.6(b) and (c) since 𝑅𝑄 = 1 corresponds to a non-polarizing system in the electric field.

3.5 Numerical simulations

In this section, we complement the linear stability analysis of Sec. 3.4 with numerical

simulations. We present a numerical method in Sec. 3.5.1 for the nonlinear solution of the

system of governing equations (3.23)–(3.28) based on the boundary integral equation for Laplace

and Stokes equations in a periodic domain of period 𝐿𝑝 along the 𝑥-direction. The size of the

domain is chosen based on the wavenumber associated with the fastest growing mode obtained

via linear stability analysis: 𝐿𝑝 = 2𝜋𝑘−1
𝑚𝑎𝑥 . These simulations provide us with insight into the

dynamical behavior of the system beyond the linear regime of instability. Our methodology shares

37



10
-2

10
0

10
2

10
-2

10
0

10
2

10
-2

10
0

10
2

10
-2

10
-1

10
0

Figure 3.5. Maximum growth rate in each mode of instability as a function of: (a) electric
capillary number, and (b) electric Reynolds number for two different systems with 𝑅 = 0.5 and
𝑅 = 2 while (𝑄,𝜆) = (1,1). 𝑅𝑒𝐸 = 1 in (a) and 𝐶𝑎𝐸 = 10 in (b) (identical systems studied in Fig.
3.4).

similarities with that of [39, 40, 57] for interfaces separating two liquid layers. We implement

adaptive grid refinement to handle large local deformations, curvature and charge gradients

in the nonlinear regime of growth. Results are presented in Sec. 3.5.2 where we compare the

predictions from the linear theory (LSA) of Sec. 3.4 and from numerical simulations (NS).

Nonlinear dynamics are also explored in transient simulations far past the onset of instabilities,

where the interplay between charge dynamics and fluid flow gives rise to nonlinear phenomena

such as tip streaming and pinching into drops.

3.5.1 Boundary element method

Laplace’s equation (3.1) for the electric potential can be reformulated as a single-layer

integral equation [157, 10, 90]:

𝜑𝑙,𝑚,𝑢 (𝑥𝑥𝑥0) = −𝑥𝑥𝑥0 ·𝐸𝐸𝐸∞−
∫
𝑆

𝑛𝑛𝑛 ·⟦∇𝜑(𝑥𝑥𝑥)⟧G𝑃 (𝑥𝑥𝑥0;𝑥𝑥𝑥) dℓ(𝑥𝑥𝑥), for 𝑥𝑥𝑥0 ∈ 𝑉, 𝑆, (3.44)

where 𝑉 = 𝑉𝑙 ∪𝑉𝑚 ∪𝑉𝑢, 𝑆 = 𝑆𝑙 ∪ 𝑆𝑢, and ℓ(𝑥𝑥𝑥) denotes arclength along the interfaces. The

evaluation point 𝑥𝑥𝑥0 can be anywhere in space while the integration point 𝑥𝑥𝑥 lies on one of the two
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Figure 3.6. Maximum growth rate in each mode of instability as a function of: (a) viscosity ratio
𝜆 for two different systems with 𝑅 = 0.5 and 𝑅 = 2, (b) conductivity ratio 𝑅, and (c) permittivity
ratio 𝑄. The permittivity ratio is set to 𝑄 = 1 in (a,b), the conductivity ratio is 𝑅 = 1 in (c) and
𝜆 = 1 in (b,c). In all systems (𝐶𝑎𝐸 , 𝑅𝑒𝐸 ) = (10,1).

interfaces. The periodic Green’s function for Laplace’s equation G𝑃 represents the potential due

to a periodic array of point sources separated by distance 𝐿𝑝 along the 𝑥 axis [127, 126]:

G𝑃 (𝑥𝑥𝑥;𝑥𝑥𝑥0) = − 1
4𝜋

ln
[
2
{

cosh
[
𝑘 𝑝 (𝑦− 𝑦0)

]
− cos

[
𝑘 𝑝 (𝑥− 𝑥0)

]}]
, (3.45)

where 𝑘 𝑝 = 2𝜋/𝐿𝑝 is the wavenumber associated with the geometrical periodicity. Taking the

gradient of Eq. (3.44) with respect to 𝑥𝑥𝑥0, we obtain an integral equation for the electric field:

𝐸𝐸𝐸 𝑙,𝑚,𝑢 (𝑥𝑥𝑥0) = 𝐸𝐸𝐸∞−
∫
𝑆

⟦𝐸𝑛 (𝑥𝑥𝑥)⟧∇0G𝑃dℓ(𝑥𝑥𝑥), for 𝑥𝑥𝑥0 ∈ 𝑉. (3.46)

The derivative of the Green’s function undergoes a discontinuity across each interface [127].

Therefore, we express the electric field on either side of each interface as:

𝐸𝐸𝐸 𝑙,𝑢 (𝑥𝑥𝑥0) = 𝐸𝐸𝐸∞−−
∫
𝑆

⟦𝐸𝑛 (𝑥𝑥𝑥)⟧∇0G𝑃dℓ(𝑥𝑥𝑥) + 1
2
⟦𝐸𝑛 (𝑥𝑥𝑥0)⟧𝑛𝑛𝑛(𝑥𝑥𝑥0), for 𝑥𝑥𝑥0 ∈ 𝑆, (3.47)

𝐸𝐸𝐸𝑚 (𝑥𝑥𝑥0) = 𝐸𝐸𝐸∞−−
∫
𝑆

⟦𝐸𝑛 (𝑥𝑥𝑥)⟧∇0G𝑃dℓ(𝑥𝑥𝑥) − 1
2
⟦𝐸𝑛 (𝑥𝑥𝑥0)⟧𝑛𝑛𝑛(𝑥𝑥𝑥0), for 𝑥𝑥𝑥0 ∈ 𝑆. (3.48)
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The second terms on the right-hand side of (3.47) and (3.48) denote the principal-value integral

where the evaluation point is located precisely on the interfaces. The singularity in Eqs. (3.47)

and (3.48) can be removed by taking a dot product with the normal vector 𝑛𝑛𝑛(𝑥𝑥𝑥0). Finally, we

obtain the following equation after combining the results with Gauss’s law Eq. (3.26):

−
∫
𝑆

⟦𝐸𝑛 (𝑥𝑥𝑥)⟧[𝑛𝑛𝑛(𝑥𝑥𝑥0) · ∇0G𝑃]dℓ(𝑥𝑥𝑥) − 1+𝑄
2(1−𝑄) ⟦𝐸

𝑛 (𝑥𝑥𝑥0)⟧ = 𝐸𝑛∞(𝑥𝑥𝑥0) −
𝑞(𝑥𝑥𝑥0)
1−𝑄 , for 𝑥𝑥𝑥0 ∈ 𝑆,

(3.49)

which is an integral equation for ⟦𝐸𝑛⟧ as a function of the charge distribution. Subsequently, we

determine the normal component of the electric field at each interface based on Gauss’s law:

𝐸𝑛𝑙,𝑢 =
𝑞−𝑄⟦𝐸𝑛⟧

1−𝑄 , 𝐸𝑛𝑚 =
𝑞−⟦𝐸𝑛⟧

1−𝑄 . (3.50)

The electric potential is obtained via (3.44) in the next step. This allows us to obtain the tangential

component of the electric field by numerically differentiating the electric potential along 𝑆. This

way, we avoid using (3.47) and (3.48), which are singular and require further treatment [150].

Having both components of the electric field at the interface, we can find the jump in electric

tractions ⟦ 𝑓𝑓𝑓 𝐸⟧ from (3.13). The jump in the hydrodynamic tractions can then be obtained using

the interfacial stress balance (3.10). Finally, the interfacial velocity is determined using the

Stokes boundary integral equation, in its dimensionless form [133, 125]:

𝑢𝑢𝑢(𝑥𝑥𝑥0) = − 1
2𝜋

∫
𝑆

⟦ 𝑓𝑓𝑓 𝐻 (𝑥𝑥𝑥)⟧ ·𝐺𝐺𝐺𝑃 (𝑥𝑥𝑥;𝑥𝑥𝑥0) dℓ(𝑥𝑥𝑥)

+ 1−𝜆
2𝜋(1+𝜆)

−
∫
𝑆

𝑢𝑢𝑢(𝑥𝑥𝑥) ·𝑇𝑇𝑇𝑃 (𝑥𝑥𝑥;𝑥𝑥𝑥0) · 𝑛𝑛𝑛(𝑥𝑥𝑥)dℓ(𝑥𝑥𝑥), for 𝑥𝑥𝑥0 ∈ 𝑆,
(3.51)

where 𝐺𝐺𝐺𝑃 is the singly periodic Green’s function describing the flow due to a periodic array of

point forces separated by the distance 𝐿𝑝 along the 𝑥 direction, and 𝑇𝑇𝑇𝑃 is the corresponding

stress tensor [125]. Equation (3.51), which is a Fredholm integral equation of the second kind

for 𝑢𝑢𝑢, yields a dense linear system after discretization. The linear algebraic system is solved
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iteratively using a GMRES method [138, 59], and the interfacial velocity is used to update the

charge distribution and the shape of each interface via the kinematic boundary conditions. The

numerical algorithm during one time step of the simulations can be summarized as follows:

(I) Calculate ⟦𝐸𝑛⟧, 𝐸𝑛
𝑙,𝑢

and 𝐸𝑛𝑚 for the given charge distribution 𝑞(𝑥𝑥𝑥), by solving the integral

equation (3.49) along with (3.50).

(II) Compute the electric potential on each interface using (3.44).

(III) Differentiate the surface potential numerically along each interface in order to obtain the

tangential electric field 𝐸𝐸𝐸 𝑡 = −∇𝑠𝜑.

(IV) Knowing both components of the electric field on each interface, evaluate the jump in

electric tractions ⟦ 𝑓𝑓𝑓 𝐸⟧ via (3.13) and use it to determine the jump in hydrodynamic

tractions ⟦ 𝑓𝑓𝑓 𝐻⟧ via (3.10).

(V) Solve for the interfacial velocity by inverting the discretized Stokes boundary integral

equation (3.51).

(VI) Update the charge distribution by integrating (3.25) explicitly in time using a second-order

Runge-Kutta scheme.

(VII) Advance the position of both interfaces by advecting the grid using the normal component

of the interfacial velocity: ¤𝑥𝑥𝑥𝑖 (𝑡) = (𝑢𝑢𝑢 · 𝑛𝑛𝑛)𝑛𝑛𝑛.

(VIII) Refine the grid locally if either the local curvature, element length or magnitude of the

charge gradient exceed certain thresholds.

We use piecewise cubic spline interpolation to represent the shape of the interface with

continuous slope and curvature from one element to another. This provides an easy and accurate

way to compute the geometrical properties such as curvature, normal and tangent vectors. In

case either the mean curvature, the length or the magnitude of the charge gradient in an element
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exceeds the predefined thresholds, that element is divided into two new elements. The position

of the new node along with other variables such as velocity and charge density are evaluated

using spline interpolation. The use of adaptive grid refinement significantly improved the

performance of our numerical scheme in handling large local deformations and charge gradients

in the nonlinear regime. Nonetheless, the number of new elements is only a fraction of total

elements in each iteration. Excessive grid refinement can result in spurious oscillations in the

spline representation and excite numerical instabilities [41].

3.5.2 Results and discussion

The list of systems considered in our simulations is provided in Table 5.1 along with

the corresponding parameter values. We first consider in Fig. 3.7 two representative cases, S1

and S2, that exhibit antiphase and in-phase instabilities, respectively. Initially, both interfaces

are uncharged and their flat shapes are perturbed by the dominant mode of instability given by

LSA with a small amplitude. The film polarizes mainly via Ohmic conduction at short times,

and the charge distribution first increases uniformly on both interfaces as shown in Fig. 3.7(b,d).

Meanwhile, perturbations of shape and charge start to grow as predicted by LSA. The growth

rates obtained in our simulations are in a close agreement with the theoretical values from

LSA as shown in Fig. 3.8. Following the onset of instability, as the induced flow becomes

Table 3.1. Different systems studied using numerical simulations and their dimensionless
parameters.

system 𝑅 𝑄 𝜆 𝐶𝑎𝐸 𝑅𝑒𝐸

S1 0.5 1 1 10 1
S2 2 1 1 10 1
S3 − 0.1 1 10 1
S4 1 − 1 10 1
S5 0.5 1 − 10 1
S6 − 1 1 10 1
S7 2 1 − 10 1
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Figure 3.7. Evolution of the shape of both interfaces (left column) and their charge distributions
(right column) in different modes of instability: (a,b) antiphase mode for system S1, (c,d) in-phase
mode for system S2. Each snapshot is color-coded based on the time it was taken (from red at
𝑡 = 0 to blue). Insets in (b,d) show the average charge densities 𝑞 on each interface as a function
of time. In the insets, blue and red curves show the transient average charge on the upper and
lower interface, respectively, while the dashed lines show the steady interfacial charges in the
base state.

stronger, the effect of charge convection becomes more significant. The accumulation of charge

on certain points on each interface results in large local electric stresses exerted by the applied

electric field, which further deforms the interface as shown in Fig. 3.7(a,c). While the charge

and shape perturbations are sinusoidal at short times in agreement with the linear theory, they

depart from perfect sine waves as nonlinear effects start becoming important. Nevertheless,

the underlying symmetry between the two interfaces is maintained in the non-linear regime,

with 𝜉𝑢 (𝑥) = −𝜉𝑙 (𝑥 +Λ/2) for in-phase modes and 𝜉𝑢 (𝑥) = −𝜉𝑙 (𝑥) for anti-phase modes, where
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Figure 3.8. Growth rate 𝑠 as a function of wavenumber 𝑘 in the dominant mode of instability
obtained via numerical simulations (NS) and linear stability analysis (LSA) for S1 in (a), and
S2 in (b). In these simulations, the size of the domain is set to 𝐿𝑝 = 4𝜋𝑘−1

𝑚𝑎𝑥 , which is twice the
wavelength associated with the fastest growing mode.

Λ = 2𝜋/𝑘 is the wavelength of the initial perturbation.

Further development of the flow and charge dynamics in the antiphase mode gives rise to

the formation of pointed conical structures on each interface, which may eventually turn into tip

streaming jets intruding the suspending phase. Initially, as new charges are brought to the tip via

Ohmic conduction, the electrostatic pressure 𝑝𝐸 increases thus accelerating the fluid along the

normal direction. The tip curvature increases as a result, leading to larger capillary pressures. The

time scale of the induced EHD flow continues to decrease until it eventually becomes comparable

and finally smaller than the charge relaxation time 𝜏𝑐. Consequently, the dominant mode of

charge transport switches from Ohmic conduction to charge convection. Finally, the intruding jet

becomes smoother on the tip and the structure begins to diverge from its conical geometry. It is

evident from Figs. 3.9(e,f) that the tip curvature and velocity increase simultaneously until they

peak and start to decrease following the emergence of tip formation.

Tip streaming has also been observed in other configurations when leaky dielectric films

or drops are subject to sufficiently strong electric fields [33, 34]. Previous studies suggest that

tip streaming is a local phenomenon and is nearly independent of the boundary conditions and

global scales in the problem such as the thickness of the film and the strength of the electric field
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Figure 3.9. Snapshots of the tip-streaming jets (left column) formed on the upper interface
during antiphase instability with different: (a) permittivity ratios in system S4, (b) conductivity
ratios in system S3, and (c) viscosity ratios in system S5. Deformation parameter is D = 5 for all
cases except for 𝑅 = 5 in (b), where the minimum thickness of the film reached the local grid size
at D = 2.18 (disintegration from the base). The evolution of (d) the jet profile, (e) tip curvature,
and (f) the vertical tip velocity is shown in the right column for system S5 when 𝜆 = 0.1. Shaded
regions in (e,f) correspond to the time interval shown in (d). Also see videos in the Supplemental
Material.
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[61, 30, 33, 34]. Accordingly, dimensional analysis for our system suggests that

𝑧∗𝜇

𝛾𝜏𝑐
= 𝐹 (𝑡∗/𝜏𝑐, 𝑅,𝑄,𝜆) (3.52)

where 𝑧∗ is any spatial feature of the tip streaming jet such as thickness of the neck and 𝐹 is

a dimensionless function of 𝑡∗/𝜏𝑐, 𝑅,𝑄, and 𝜆. Note that 𝑧∗ and 𝑡∗ are in dimensional form.

Consequently, the jet structure and its dynamics depend on 𝑅, 𝑄 and 𝜆. Figure 3.9(a-c) provides

a shape diagram of the tip streaming jets and illustrates how the mismatch in material properties

affects the resulting morphologies. Snapshots of the jet profiles are shown at a fixed value of the

deformation parameter D, which we define as the maximum vertical deflection along the film

normalized by the initial half thickness:

D = max
��� 𝑧
ℎ

���, for all 𝑥𝑥𝑥 ∈ 𝑆. (3.53)

Note that our boundary element simulations are unable to capture topological changes occurring

during breakup into droplets. Instead, if the thickness of the film or jet decreases below the

local grid size, we denote this as a disintegration event. We predict two disintegration scenarios

based on our results: pinching into droplets from the tip such as in system S5 when 𝜆 = 0.01, and

breakup from the base of the jets such as in figure S4 when 𝑅 = 2.5. A strong thinning at the

base of the jet inhibits larger vertical deformations in some cases such as in S4 when 𝑅 = 5. The

simulations in Fig. 3.9 are initiated from the base state with a small imposed perturbation given by

the dominant unstable eigenmode obtained via LSA. More information on the time evolution of

the tip streaming jets shown in Fig. 3.9 is included in appendix A.3. See Supplemental Material

for videos showing the evolution of the film and the emergence of tip streaming jets in different

systems with antiphase instability.

A fundamental challenge for the numerical simulations of tip streaming is the large

discrepancy in the length scales present in the problem. The computational domain needs to be
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large enough so that the dynamics associated with small wavenumbers are accurately captured.

This increases the computational cost for a given global grid resolution. In addition, in order to

capture the large local deformations during tip streaming, a high local resolution must also be

maintained throughout the simulations. Employing adaptive grid refinement allows us to address

this challenge. Finally, we note that despite some similar features, the tip streaming observed

here differs from the conic cusping singularity observed in inviscid perfect conducting or perfect

dielectric liquids where the tip curvature diverges in a finite time [208, 209]. The presence of

tangential electric stresses in leaky dielectric liquids is the main difference between the two types

of EHD instabilities.

During the in-phase mode instability, the system undergoes a different dynamics as a

result of the coupling between the flow and charge evolution. We observe two main dynamical

behaviors in these systems as we show in Fig. 3.10, where the initial conditions were chosen in a

similar way as in Fig. 3.9. In systems where the equilibrium electric stresses are compressive on

the film (𝑅𝑄 > 1), further development of the flow and charge dynamics results in the formation

of conic structures that intrude the film. These inward jets exhibit a similar evolution pattern

to the ones observed in Fig. 3.9(e,f) during tip streaming. The curvature and velocity at the

tip of these inward jets increase until they peak and start to decrease as they approaches the

other interface (Fig. A.4). The film may breakup into droplets when these inward jets reach

the other interface. On the other hand, in cases where the equilibrium electric stresses are

extensional (𝑅𝑄 < 1), the system develops jets that are flowing outward from the film. Generally,

the dynamics in this mode is dominated by strong local effects in the nonlinear regime, which is

analogous to the antiphase mode. Therefore, we can infer that the same dimensional analysis

holds for the evolution of the resulting structures in this mode. Figure 3.10 shows how the

mismatch in material properties affects the behavior of the system and the resulting structures

during in-phase instabilities. More information on the time evolution of these systems is included

in appendix A.3. Videos of simulations for different systems undergoing in-phase instability with

emerging inward and outward jets are included in the Supplemental Material.
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Figure 3.10. Snapshots of the films during in-phase mode instability with different: (a)
permittivity ratios in system S4, (b) conductivity ratios in system S6, (c) viscosity ratios in system
S7. For the cases with inward jets, the minimum thickness of the film is 𝑑 = 0.2, or one tenth of
the equilibrium thickness. D = 5 for outward jets. Also see videos in the Supplemental Material.

3.6 Concluding remarks

We have presented a theoretical and numerical model in two dimensions to study the

dynamics of a suspended viscous film that is subject to a perpendicular electric field. We

performed a linear stability analysis using a charge transport model that accounts for Ohmic

conduction, charge convection and finite charge relaxation, which was shown to recover the

previous results of Zhang et al. [204] in the limit of instantaneous charge relaxation. Two main

modes of instability were identified, which are referred to as in-phase and antiphase modes. The

system exhibits different dynamical behaviors in each mode. We characterized the effect of the

relevant non-dimensional groups on the stability of the system in each mode. Our results suggest

that interfacial charge convection by the flow, which had been neglected in previous related

studies in the literature [204, 202, 107], plays an important role in determining the dynamics of

the system. Besides its destabilizing effect, it was shown that charge convection can also alter the
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dominant mode of instability.

Our theoretical analysis was complemented by numerical simulations using the boundary

element method so as to explore the dynamics of the system far from equilibrium. We

demonstrated how the coupling of flow and interfacial charge dynamics in the antiphase mode

gives rise to strongly nonlinear effects such as the formation of tip streaming jets that are intruding

the suspending phase. During the in-phase mode, however, the system can undergo various

nonlinear routes depending on the type of electric stresses in the base state. In cases where the

equilibrium electric stresses are compressive on film, we observed the emergence of inwards

jets that are drawn towards the film on each interface. Conversely, if the equilibrium electric

stresses are extensional, the system was shown to develop conical jets that are flowing outward

from the film. Strong local effects are a key common feature between the two modes during

their non-linear regime of growth. Finally, we characterized the effect of different controlling

parameters on the dynamical behavior of the system and the resulting structures in the non-linear

regime. In an experiment, we expect a range of wavenumbers to be excited simultaneously due to

the randomness in the initial perturbation, which may result in nonlinear behaviors that differ

from those observed in Figs. 3.9 and 3.10. Nevertheless, the fastest growing mode predicted by

LSA is expected to be dominant and our results are locally valid for the most critical mode.

The present study casts new light on the dynamics of suspended viscous films under

applied electric fields, where the interplay between electric, hydrodynamic and capillary forces

can result in a plethora of dynamical behaviors. Our knowledge on the fastest growing modes

along with the additional insight into the nonlinear behavior of the system should be of great

use for engineering applications where EHD instabilities are exploited to create patterns or

structures with prescribed morphologies and length scales. Since the mentioned nonlinear

phenomena such as tip streaming are inherently three dimensional, extending this work to

describe three-dimensional pattern formation would be of interest, as would including the effects

of fluid inertia, which may play a role during regimes of rapid nonlinear growth.
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Chapter 4

Electrohydrodynamic interfacial instabili-
ties in convergent flows

The interface between two immiscible fluids can become unstable under the effect of an

imposed tangential electric field along with a stagnation point flow. This canonical situation,

which arises in a wide range of electrohydrodynamic systems including at the equator of electrified

droplets, can result in unstable interface deflections where the perturbed interface gets drawn

along the extensional axis of the flow while experiencing strong charge build-up. Here, we present

analytical and numerical analyses of the stability of a planar interface separating two immiscible

fluid layers subject to a tangential electric field and a stagnation point flow. The interfacial

charge dynamics is captured by a conservation equation accounting for Ohmic conduction,

advection by the flow and finite charge relaxation. Using this model, we perform a local linear

stability analysis in the vicinity of the stagnation point to study the behavior of the system in

terms of the relevant dimensionless groups of the problem. The local theory is complemented

with a numerical normal-mode linear stability analysis based on the full system of equations

and boundary conditions using the boundary element method. Our analysis demonstrates the

subtle interplay of charge convection and conduction on the dynamics of the system, which

oppose one another in the dominant unstable eigenmode. Finally, numerical simulations of the

full nonlinear problem demonstrate how the coupling of flow and interfacial charge dynamics

can give rise to nonlinear phenomena such as tip formation and the growth of charge density shocks.
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4.1 Introduction

A century ago, Zeleny photographed instabilities of electrified interfaces, sparking

interest into understanding the phenomenon [203]. The mechanisms of interface destabilization

by electric fields have been studied in the pioneering works of [175], [178] and Melcher

and coworkers [104, 105], followed by an extensive body of research aimed at gaining more

detailed fundamental understanding and at exploiting electrohydrodynamic instabilities in novel

applications [103, 143, 199, 70, 6, 52, 8, 62, 118, 193].

Interfaces polarize in applied electric fields. Free charges brought by conduction

accumulate at the boundary between phases and the electric field acting on this induced

charge creates shear stresses that drag the fluids into motion [103]. In the case of a drop

in a uniform electric field, the classic small-deformation analysis by [176] showed that the

resulting electrohydrodynamic (EHD) flow consists of two toroidal vortices inside and a stresslet-

quadrupole flow outside the drop. Depending on the electric properties of the fluids, the surface

flow is directed either to the poles or the equator. The latter case is shown in figure 4.1(a).

In strong fields, however, this flow undergoes a plethora of instabilities that may result in

drop break-up [175, 188, 157, 84, 90]. Droplet disintegration can proceed in various patterns

depending on fluid properties. In the case of the pole-convergent flow, the drop can develop

conical tips that emit jets, which subsequently break up into droplets [33, 34, 110, 151]. In the

case of the equator-converging flow, the drop either dimples at the poles and breaks into a torus,

or deforms into a pancake-like lenticular shape with a sharp edge emitting rings encircling the

drop [20, 194].

While EHD streaming from Taylor cones has been extensively studied [33, 34, 77, 63], the

mechanisms underlying the equatorial streaming remain an open question. Noting the similarity

between the EHD tip-streaming and the tip-streaming in flow focusing [6, 64, 5], [20] speculated,
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Figure 4.1. An oblate drop under a uniform electric field: (𝑎) the quadrupolar EHD flow from
the poles to the equator. (𝑏) convergent streamlines and tangential electric field in the vicinity of
the stagnation line.

in the original paper that reported the phenomenon, that the EHD equatorial streaming arises

from an interfacial instability due to a convergent flow [189, 129, 16]. Near a stagnation point, a

perturbation of the interface may get drawn by the flow and grow into a fluid filament if viscous

stresses overcome interfacial tension. Unlike flow focusing, however, EHD streaming involves

both flow and electric field. In EHD tip streaming, the electric field is initially normal to the

interface at the stagnation point, while in EHD equatorial streaming, the applied field is parallel

to the interface at the stagnation line.

In this work, we analyze the effect of an electric field on the convergent flow instability in

a configuration mimicking the EHD equatorial streaming as depicted in figure 4.1(𝑏).

We develop a two-dimensional model to study the dynamics of a system of two su-

perimposed layers of fluids subject to a tangential electric field and a stagnation point flow.

The convergent flow and the electric field are assumed to be independently applied, unlike

the equatorial EHD instability, where the flow is generated by the electric field. Despite this

simplification, the analysis provides valuable insights into mechanisms responsible for the EHD

equatorial streaming such as the evolution of the convergent line instability and the emergence of

charge shocks. We present the governing equations in Sec. 4.2 and their non-dimensionalization

in Sec. 4.3. We develop a local linear stability theory in Sec. 4.4. To supplement our theory, we
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Figure 4.2. Problem definition: two immiscible fluid layers are subject to a tangential electric
field 𝐸𝐸𝐸0 and to a planar extensional flow 𝑢𝑢𝑢∞(𝑥𝑥𝑥), with a stagnation point located at the origin 𝑂
on the interface.

employ the boundary element method, outlined in Sec. 4.5, to perform numerical simulations

as well as a numerical linear stability analysis. We compare the results from the local theory,

numerical linear stability analysis and transient simulations in Sec. 4.6. Finally, we conclude and

discuss potential extensions of this work in Sec. 4.8.

4.2 Problem definition and governing equations

We study electrohydrodynamic instabilities that arise at the interface 𝑆 between two

immiscible fluids under the combined effects of a tangential electric field 𝐸𝐸𝐸0 and of an imposed

stagnation point flow 𝑢𝑢𝑢∞(𝑥𝑥𝑥), to be specified more precisely later. The two layers are labeled 1 and

2 as depicted in figure 4.2, with fluid 1 occupying the lower half space. The applied electric field

is uniform along the 𝑥 direction, and the stagnation point is located on the interface at the origin

𝑂 of the coordinate system. At equilibrium, the interface is uncharged and flat and coincides

with the plane 𝑧 = 0, and we consider two-dimensional dynamics in the (𝑥, 𝑧) plane. The shape

of the deformed interface is parametrized as 𝑧 = 𝜉 (𝑥, 𝑡), and has unit normal 𝒏 pointing from

fluid 1 into fluid 2.

Both fluids are leaky dielectrics with electric conductivity 𝜎, electric permittivity 𝜖 , and
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dynamic viscosity 𝜇. While we formulate the governing equations to allow for distinct viscosities,

all the results presented in Sec. 4.6 will be for equiviscous fluids. Under the Taylor–Melcher leaky

dielectric model [103], any net charge in the system occurs at the location of the interface while

the bulk of the fluids remains electroneutral. The Taylor–Melcher leaky dielectric model can be

formally derived from more detailed electrokinetic models based on the Poisson-Nernst-Planck

equations in the limit of strong electric fields and under the assumption of thin Debye layers

[148, 112]. As an example, these assumptions are valid for millimeter-sized drops of leaky

dielectric liquids subject to electric fields of magnitude 𝐸0 ∼ 103 V cm−1 according to [143].

Under these assumptions, the electric potential is harmonic in both fluids:

∇2𝜑 = 0, 𝑥𝑥𝑥 ∈ 𝑉1,2. (4.1)

Far from the interface, the electric field 𝐸𝐸𝐸 = −∇𝜑 tends to the applied uniform field:

𝐸𝐸𝐸 → 𝐸𝐸𝐸0 = 𝐸0𝑒̂𝑒𝑒𝑥 , as 𝑧→±∞. (4.2)

Across the interface, its tangential component is continuous while a jump can arise in the normal

direction due to the mismatch in electrical properties:

𝑛𝑛𝑛×⟦𝐸𝐸𝐸⟧ = 000, 𝑥𝑥𝑥 ∈ 𝑆. (4.3)

We have introduced the notation ⟦F⟧ = F2 −F1 for the jump of any variable F defined on both

sides of the interface. A surface charge density develops at the interface following Gauss’s law:

𝑞(𝑥𝑥𝑥, 𝑡) = 𝑛𝑛𝑛 ·⟦𝜖𝐸𝐸𝐸⟧, 𝑥𝑥𝑥 ∈ 𝑆. (4.4)

This surface charge density satisfies a conservation equation accounting for finite charge relaxation,
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Ohmic conduction from the bulk and charge convection by the flow:

𝜕𝑡𝑞 +𝑛𝑛𝑛 ·⟦𝜎𝐸𝐸𝐸⟧+∇𝑠 · (𝑞𝑢𝑢𝑢) = 0, 𝑥𝑥𝑥 ∈ 𝑆, (4.5)

where ∇𝑠 = (𝐼𝐼𝐼 −𝑛𝑛𝑛𝑛𝑛𝑛) · ∇ is the surface gradient operator and 𝑢𝑢𝑢 is the total fluid velocity.

Neglecting the effects of inertia and gravity, the velocity field and its corresponding

pressure field satisfy the Stokes equations in both fluids:

−∇𝑝 + 𝜇∇2𝑢𝑢𝑢 = 000, ∇ ·𝑢𝑢𝑢 = 0, 𝑥𝑥𝑥 ∈ 𝑉1,2. (4.6)

The velocity vector is continuous across the interface and approaches the applied flow far from

the interface:

⟦𝑢𝑢𝑢⟧ = 000, 𝑥𝑥𝑥 ∈ 𝑆, (4.7)

and

𝑢𝑢𝑢(𝑥𝑥𝑥) → 𝑢𝑢𝑢∞(𝑥𝑥𝑥), as 𝑧→±∞. (4.8)

In the absence of Marangoni effects, the jump in hydrodynamic and electric tractions across the

interface is balanced by capillary forces:

⟦ 𝑓𝑓𝑓 𝐻⟧+⟦ 𝑓𝑓𝑓 𝐸⟧ = 𝛾(∇𝑠 · 𝑛𝑛𝑛)𝑛𝑛𝑛, 𝑥𝑥𝑥 ∈ 𝑆, (4.9)

with uniform surface tension 𝛾. Hydrodynamic and electric tractions are expressed in terms of

the Newtonian and Maxwell stress tensors, respectively:

𝑓𝑓𝑓 𝐻 = 𝑛𝑛𝑛 ·𝑇𝑇𝑇𝐻 , 𝑇𝑇𝑇𝐻 = −𝑝𝐼𝐼𝐼 + 𝜇
(
∇𝑢𝑢𝑢 +∇𝑢𝑢𝑢𝑇

)
, (4.10)

𝑓𝑓𝑓 𝐸 = 𝑛𝑛𝑛 ·𝑇𝑇𝑇𝐸 , 𝑇𝑇𝑇𝐸 = 𝜖

(
𝐸𝐸𝐸𝐸𝐸𝐸 − 1

2𝐸
2𝐼𝐼𝐼

)
. (4.11)

Finally, the interface evolves and deforms under the local velocity field as a material surface.
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Defining the function 𝑔(𝒙, 𝑡) = 𝑧− 𝜉 (𝑥, 𝑡), the kinematic boundary condition reads:

D𝑔
D𝑡

= 0, 𝑥𝑥𝑥 ∈ 𝑆, (4.12)

leading to the condition

𝜕𝑡𝜉 = −𝑢𝜕𝑥𝜉 + 𝑣, (4.13)

where 𝑢𝑢𝑢 = (𝑢, 𝑣) are the velocity components. We also note that the surface normal is given by

𝒏 = ∇𝑔/|∇𝑔 |.

Our focus is on analyzing the stability of the interface near a stagnation point, and to

this end we choose the background flow 𝑢𝑢𝑢∞ = (𝑢∞, 𝑣∞) to be extensional along the 𝑧-direction,

compressional along the 𝑥-direction, with a stagnation point at the origin. The strength of the

background flow is characterized by the local strain rate at the stagnation point, which is denoted

by 𝐴 = 𝜕𝑧𝑣
∞ where 𝐴 > 0. Three different types of background flows are used in this study and

are illustrated in figure 4.3. The first type, depicted in figure 4.3(𝑎), is simply the linear flow

𝑢𝑢𝑢∞ = (−𝐴𝑥, 𝐴𝑧), which will be used in the development of the local linear theory of Sec. 4.4.

The numerical scheme of Sec. 4.5, however, requires periodicity in the 𝑥-direction, and for this

reason we will also consider two periodic flow fields. The first one is the Taylor-Green vortex

[177] shown in figure 4.3(𝑏) and defined as:

𝑢∞ =𝑈∞ cos
(
𝑎𝑥− 𝜋

2

)
sin

(
𝑏𝑧− 𝜋

2

)
, (4.14)

𝑣∞ =𝑉∞ sin
(
𝑎𝑥− 𝜋

2

)
cos

(
𝑏𝑧− 𝜋

2

)
, (4.15)

where

𝑈∞𝑎 +𝑉∞𝑏 = 0, 𝑎 = 𝑏 =
2𝜋
𝐿𝑝
. (4.16)
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Figure 4.3. Streamlines of the various background flows used in this study: (𝑎) linear planar
extensional flow, (𝑏) periodic Taylor-Green vortex, (𝑐) periodic array of anti-parallel point forces
separated by 𝑑 and 𝐿𝑝 along the 𝑧- and 𝑥-directions, respectively. The origin is marked with a
“+”, the positions of the point forces are marked with triangles and the interface is located at 𝑧 = 0.

The local strain rate at the stagnation point is then simply given by:

𝐴 = 𝜕𝑧𝑣
∞(0,0) =𝑉∞𝑏. (4.17)

We also consider a second background flow shown in figure 4.3(𝑐) and induced by a periodic

array of anti-parallel point forces separated by distances 𝐿𝑝 and 𝑑 along the 𝑥- and 𝑧-directions,

respectively:

𝑢𝑢𝑢∞ =
1

4𝜋
[
𝐺𝐺𝐺𝑃 (𝑥𝑥𝑥, 𝑥𝑥𝑥𝑢0) ·𝑚𝑚𝑚−𝐺𝐺𝐺𝑃 (𝑥𝑥𝑥, 𝑥𝑥𝑥𝑙0) ·𝑚𝑚𝑚

]
, (4.18)

where 𝑚𝑚𝑚 = 𝑚𝑒̂𝑒𝑒𝑧𝑧𝑧 is the strength of the point forces, 𝑥𝑥𝑥𝑢0 and 𝑥𝑥𝑥𝑙0 are the locations of upper and lower

point forces, respectively, and 𝐺𝐺𝐺𝑃 is the singly periodic Green’s function for the Stokes equations

[125]. The local strain rate at the stagnation point is given by:

𝐴 = 𝜕𝑧𝑣
∞(0,0) = 1

8𝜋

(
𝑚𝑘2

𝑝𝑑

cosh
(
𝑘 𝑝𝑑/2

)
−1

)
, (4.19)

where 𝑘 𝑝 = 2𝜋/𝐿𝑝 is the wavenumber associated with the unit cell. In obtaining (4.19), it is

assumed that 𝑥𝑢0 = 𝑥𝑙0 = 0 and 𝑧𝑢0 = −𝑧𝑙0 = 𝑑/2. Our numerical calculations produce identical

linear stability results for a given local strain rate under the two periodic flow fields described by

equations (4.15) and (4.18). In all transient nonlinear simulations, we use the periodic array of
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point forces as background flow.

4.3 Non-dimensionalization

For the system presented above, dimensional analysis yields six non-dimensional groups,

three of which characterize the mismatch in physical properties between the two layers:

𝜆 =
𝜇1
𝜇2
, 𝑅 =

𝜎2
𝜎1
, 𝑄 =

𝜖1
𝜖2
. (4.20)

The other three parameters can be obtained as ratios of characteristic time scales in the problem.

First, we note that free charges in the bulk fluids relax on a conduction time scale defined as

𝜏𝑐 =
𝜖

𝜎
. (4.21)

Note that the product 𝑅𝑄 = 𝜏𝑐,1/𝜏𝑐,2 is the ratio of the charge relaxation time scales in the two

liquid phases, and characterizes their responses to conduction. For instance, 𝑅𝑄 > 1 when the

lower layer is less conductive. The time scale for the deformed interface to relax to its flat

configuration under capillary effects can be defined as

𝜏𝛾 =
𝜇2(1+𝜆)
𝑘𝛾

, (4.22)

where 𝑘−1 is the characteristic length scale associated with the deformation. In our periodic

simulations and analysis, we use the length scale 𝑘−1
𝑝 = 𝐿𝑝/2𝜋 based on the periodicity of the

base flow, whereas 𝑘 will be the wavenumber of the plane wave in the local stability theory of

Sec. 4.4. The accumulation of free charges on the interface creates an electric force that can drive

the fluid into motion. The time scale for deformations under this electrohydrodynamic flow is
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inversely proportional to the magnitude of electric tractions on the interface:

𝜏
𝐸𝐻𝐷

=
𝜇2(1+𝜆)
𝜖2𝐸

2
0

. (4.23)

Finally, the characteristic time scale associated with the background flow is given by the inverse

of the applied strain rate at the stagnation point:

𝜏 𝑓 = 𝐴
−1. (4.24)

Taking ratios of these time scales yields the three remaining dimensionless groups, which we

define as

𝐶𝑎𝐸 =
𝜏𝛾

𝜏
𝐸𝐻𝐷

=
𝜖2𝐸

2
0

𝛾𝑘
, 𝑅𝑒𝐸 =

𝜏𝑐,2

𝜏
𝐸𝐻𝐷

=
𝜖2

2𝐸
2
0

𝜇2(1+𝜆)𝜎2
, 𝐴̂ =

𝜏𝑐,2

𝜏 𝑓
=
𝜖2𝐴

𝜎2
. (4.25)

The electric capillary number 𝐶𝑎𝐸 compares electric to capillary forces, while the electric

Reynolds number 𝑅𝑒𝐸 characterizes the importance of charge convection versus conduction, the

two mechanisms responsible for the evolution of the interfacial charge distribution. Finally, 𝐴̂ is

the dimensionless strain rate of the applied flow.

We scale the governing equations and boundary conditions using time scale 𝜏𝑐,2, length

scale 𝑘−1, pressure scale 𝜖2𝐸
2
0 , velocity scale (𝜏𝐸𝐻𝐷𝑘)−1, and characteristic electric potential

𝐸0𝑘
−1. The dimensionless Stokes equations read:

∇2𝑢𝑢𝑢− (1+𝜆)∇𝑝 = 000, 𝑥𝑥𝑥 ∈ 𝑉2, (4.26)

∇2𝑢𝑢𝑢− (1+𝜆−1)∇𝑝 = 000, 𝑥𝑥𝑥 ∈ 𝑉1. (4.27)

The charge conservation equation (4.5) becomes:

𝜕𝑡𝑞 +𝑛𝑛𝑛 ·
[
𝐸𝐸𝐸2 −𝑅−1𝐸𝐸𝐸1

]
+𝑅𝑒𝐸∇𝑠 · (𝑞𝑢𝑢𝑢) = 0, 𝑥𝑥𝑥 ∈ 𝑆, (4.28)
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where

𝑞 = 𝑛𝑛𝑛 ·
[
𝐸𝐸𝐸2 −𝑄𝐸𝐸𝐸1

]
. (4.29)

The stress balance at the interface is written:

𝑛𝑛𝑛 ·
[
− 𝑝2𝐼𝐼𝐼 + (1+𝜆)−1(∇𝑢𝑢𝑢2 +∇𝑢𝑢𝑢𝑇2 ) + 𝑝1𝐼𝐼𝐼 − (1+𝜆−1)−1(∇𝑢𝑢𝑢1 +∇𝑢𝑢𝑢𝑇1 )

]
+𝑛𝑛𝑛 ·

[
(𝐸𝐸𝐸2𝐸𝐸𝐸2 − 1

2𝐸
2
2 𝐼𝐼𝐼) −𝑄(𝐸𝐸𝐸1𝐸𝐸𝐸1 − 1

2𝐸
2
1 𝐼𝐼𝐼)

]
= 𝐶𝑎−1

𝐸 (∇𝑠 · 𝑛𝑛𝑛)𝑛𝑛𝑛, 𝑥𝑥𝑥 ∈ 𝑆.
(4.30)

Finally, the kinematic boundary condition becomes

𝜕𝑡𝜉 = 𝑅𝑒𝐸 (−𝑢𝜕𝑥𝜉 + 𝑣), for 𝑥𝑥𝑥 ∈ 𝑆. (4.31)

The remaining governing equations and boundary conditions in (4.1)–(4.3), (4.7) and (4.8) remain

unchanged in their non-dimensional form, and hence are not repeated here. In the remainder of

the paper, all equations and variables are presented in non-dimensional form.

4.4 Local linear stability theory

We first perform a linear stability analysis in the vicinity of the stagnation point, in the

spirit of [189] who, following an approach previously proposed by [129], considered a similar

problem with inertia but no electric field. In the base state (subscript 0), the interface is flat and

uncharged: 𝜉0(𝑥) = 0, 𝑞0(𝑥) = 0. The applied electric field generates a potential 𝜑0(𝑥, 𝑧) = −𝑥

and results in a pressure jump ⟦𝑝0⟧ = (𝑄−1)/2 across the interface. The base flow is taken to

be the planar extensional flow 𝑢𝑢𝑢0 = 𝑢𝑢𝑢
∞ = ( 𝐴̂/𝑅𝑒𝐸 ) (−𝑥, 𝑧), which we represent in terms of the

streamfunction 𝜓0(𝑥, 𝑧) = −( 𝐴̂/𝑅𝑒𝐸 )𝑥𝑧 with the convention (𝑢, 𝑣) = (𝜕𝑧𝜓,−𝜕𝑥𝜓). The base state

variables are perturbed as

𝜑 = 𝜑0 + 𝜀𝜑̃, 𝜓 = 𝜓0 + 𝜀𝜓̃, 𝑝 = 𝑝0 + 𝜀𝑝, 𝑞 = 𝜀𝑞, 𝜉 = 𝜀𝜉. (4.32)
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We substitute these expressions into the governing equations and boundary conditions and

linearize with respect to 𝜀. Following [189], we neglect all terms in the linearization that have

non-constant coefficients, which restricts our analysis to the neighborhood of the stagnation point

at (0,0); the consequences of this approximation will be discussed in Sec. 4.6. The governing

equations for the potential and streamfunction in the two regions are

∇2𝜑̃ = 0, ∇4𝜓̃ = 0, (4.33)

with jump conditions ⟦𝜑̃⟧ = ⟦𝜓̃⟧ = ⟦𝜕𝑧𝜓̃⟧ = 0 at the location of the linearized interface 𝑧 = 0.

The charge conservation equation and Gauss’s law read:

𝜕𝑡𝑞− 𝐴̂𝑞 = 𝜕𝑧 (𝜑̃2 −𝑅−1𝜑̃1) + (1−𝑅−1)𝜕𝑥𝜉 , (4.34)

𝑞 = 𝜕𝑧 (𝑄𝜑̃1 − 𝜑̃2) + (𝑄−1)𝜕𝑥𝜉 , (4.35)

while the kinematic and dynamic boundary conditions yield

𝜕𝑡𝜉 = 𝑅𝑒𝐸𝜕𝑥𝜓̃2 + 𝐴̂𝜉 , (4.36)

𝐶𝑎−1
𝐸 𝜕𝑥𝑥𝜉 = 𝑝2 − 𝑝1 + (𝑄−1)𝜕𝑥 𝜑̃2 −2

(
1−𝜆
1+𝜆

)
𝜕𝑥𝑧𝜓̃2 , (4.37)

(1+𝜆)𝑞 = (1−𝜆)
[
𝜕𝑥𝑥𝜓̃2 +4𝐴̂𝑅𝑒−1

𝐸 𝜕𝑥𝜉
]
+ 𝜕𝑧𝑧 (𝜆𝜓̃1 − 𝜓̃2). (4.38)

(4.33)–(4.38) form a system of homogeneous constant-coefficient linear partial differential

equations. Recall from Sec. 4.3 that in the present non-dimensionalization lengths have been

scaled by 𝑘−1, where 𝑘 is the wavenumber of the perturbation. We therefore seek normal mode

solutions of the form 𝜑̃(𝑥, 𝑧, 𝑡) = 𝜑̂(𝑧) exp(i𝑥 + 𝑠𝑡), with similar expressions for all the variables.

Equation (4.33), along with the decay properties as 𝑧→±∞, leads to

𝜑̂𝑖 = 𝐴𝑖e(−1)𝑖−1𝑧, 𝜓̂𝑖 = (𝐵𝑖 +𝐶𝑖𝑧)e(−1)𝑖−1𝑧 for 𝑖 = 1,2. (4.39)
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Applying the boundary conditions yields an algebraic system for the unknown coefficients.

Setting its determinant to zero provides the dispersion relation for the growth rate 𝑠:

𝑠 = 𝐴̂−𝑅𝑒𝐸
[

1
2𝐶𝑎𝐸

− (𝑄−1)
2

{
𝑅−1− (𝑠− 𝐴̂) (𝑄−1)𝑅
𝑅 +1+ (𝑠− 𝐴̂) (𝑄 +1)𝑅

}]
, (4.40)

where the dependence on wavenumber 𝑘 is implicit via the electric capillary number defined

in (4.25). The first term on the right-hand side of (4.40) shows that the background flow is

destabilizing when 𝐴̂ > 0, i.e. when the interface is aligned with the compressional axis [189].

The second and third terms describe the effects of capillary and electric stresses, respectively. A

more detailed discussion of this dispersion relation is deferred to Sec. 4.6.

4.5 Boundary element method and numerical stability

We complement the local linear analysis of Sec. 4.4 with numerical simulations and a

numerical stability analysis. We first present in §4.5.1 a numerical method for the nonlinear

solution of the system of governing equations (4.26)–(4.30) based on the boundary integral

equations for the Laplace and Stokes equations in a periodic domain of period 𝐿𝑝 along the

𝑥-direction. These simulations will provide insight into the dynamics of the system far from its

base state. The methodology shares similarities with that of [40] for axisymmetric drops, but

implements adaptive grid refinement to handle large local deformations and charge gradients in

the nonlinear regime of growth. Subsequently in §4.5.2, we utilize the same boundary element

method to perform a numerical normal-mode linear stability analysis by computing the Jacobian

of the dynamical system and solving for its eigenspectrum to identify fundamental modes of

instability.
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4.5.1 Boundary element method

We formulate the electric problem using the boundary integral equation for Laplace’s

equation [157, 10, 90]:

𝜑1,2 (𝑥𝑥𝑥0) = −𝑥𝑥𝑥0 ·𝐸𝐸𝐸0 −
∫
𝑆

𝑛𝑛𝑛(𝑥𝑥𝑥) ·⟦∇𝜑 (𝑥𝑥𝑥)⟧G𝑃(𝑥𝑥𝑥0;𝑥𝑥𝑥)d𝑙 (𝑥𝑥𝑥), for 𝑥𝑥𝑥0 ∈ 𝑉, 𝑆, (4.41)

where the evaluation point 𝑥𝑥𝑥0 can be anywhere in space whereas 𝑥𝑥𝑥 denotes the integration point

on the interface. The periodic Green’s function for Laplace’s equation, G𝑃(𝑥𝑥𝑥0;𝑥𝑥𝑥), represents the

potential due to a periodic array of point sources with period 𝐿𝑝 along the 𝑥-axis [126]. Taking

the gradient of equation (4.41) with respect to 𝑥𝑥𝑥0 and using Gauss’s law (4.29), we can derive an

integral equation for the jump in the normal electric field across the interface:

−
∫
𝑆

⟦𝐸𝑛 (𝑥𝑥𝑥)⟧[𝑛𝑛𝑛(𝑥𝑥𝑥0) · ∇0G𝑃] d𝑙 (𝑥𝑥𝑥) − 1+𝑄
2(1−𝑄) ⟦𝐸

𝑛 (𝑥𝑥𝑥0)⟧ = 𝐸𝑛0 (𝑥𝑥𝑥0) −
𝑞(𝑥𝑥𝑥0)
1−𝑄 , for 𝑥𝑥𝑥0 ∈ 𝑆. (4.42)

Given the charge distribution 𝑞, equation (4.42) can be used to solve for ⟦𝐸𝑛⟧, from which we

obtain 𝐸𝑛1 and 𝐸𝑛2 as

𝐸𝑛1 =
𝑞−⟦𝐸𝑛⟧

1−𝑄 , 𝐸𝑛2 =
𝑞−𝑄⟦𝐸𝑛⟧

1−𝑄 . (4.43)

The tangential electric field 𝐸𝐸𝐸 𝑡 = −∇𝑠𝜑 can then also be obtained by differentiating the electric

potential in (4.41) in the direction tangential to the interface.

Similarly, the flow problem can be formulated in boundary integral form as [133, 125]:

𝑢𝑢𝑢(𝑥𝑥𝑥0) =
2

1+𝜆𝑢
𝑢𝑢∞(𝑥𝑥𝑥0) −

1
2𝜋

∫
𝑆

⟦ 𝑓𝑓𝑓 𝐻 (𝑥𝑥𝑥)⟧ ·𝐺𝐺𝐺𝑃 (𝑥𝑥𝑥;𝑥𝑥𝑥0) d𝑙 (𝑥𝑥𝑥)

+ 1−𝜆
2𝜋(1+𝜆)

−
∫
𝑆

𝑢𝑢𝑢(𝑥𝑥𝑥) ·𝑇𝑇𝑇𝑃 (𝑥𝑥𝑥;𝑥𝑥𝑥0) · 𝑛𝑛𝑛(𝑥𝑥𝑥) d𝑙 (𝑥𝑥𝑥), for 𝑥𝑥𝑥0 ∈ 𝑆,
(4.44)

where the hydrodynamic traction jump ⟦ 𝑓𝑓𝑓 𝐻⟧ is obtained from the dynamic boundary condition

(4.9). Here, 𝐺𝐺𝐺𝑃 is the singly periodic Green’s function capturing the flow due to a periodic array

of point forces separated by the distance 𝐿𝑝 along the 𝑥-direction, and 𝑇𝑇𝑇𝑃 is the corresponding
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stress tensor [125]. Note that, in the results shown below, we choose 𝜆 = 1 and therefore the

double-layer potential vanishes in (4.44). The single-layer potential exhibits a logarithmic

singularity when 𝑥𝑥𝑥 approaches 𝑥𝑥𝑥0, which we isolate and treat separately with a quadrature

designed for singular integrands [169]. Gauss-Legendre quadrature with 6 base points is used for

non-singular elements.

The numerical algorithm for transient nonlinear simulations follows [40] and can be

summarized as follows. At 𝑡 = 0, the periodic flat interface is discretized into 𝑁 elements using 𝑁

grid points with locations 𝑥𝑥𝑥𝑖 (𝑡) that move with the normal component of the interfacial velocity to

satisfy the kinematic boundary condition. The interface shape is reconstructed using cubic splines

based on the grid point locations, which allows for an accurate and convenient determination of

geometric properties such as the normal and tangential vectors and surface curvature, and for the

accurate evaluation of surface integrals. Considering the high-order of accuracy of cubic spline

interpolations with a reasonable grid resolution, the most challenging errors are those incurred in

the numerical integration, especially in the treatment of the singular terms. The asymptotic rate

of convergence of our method is found to be between 1.5 and 2. More details on error analysis

are presented in §4.6.1.

At every time iteration, we perform the following steps:

1. Given the current charge distribution 𝑞(𝑥𝑥𝑥) and shape of the interface, compute ⟦𝐸𝑛 (𝑥𝑥𝑥)⟧

by numerically inverting (4.42) using a GMRES solver [138, 59]. From ⟦𝐸𝑛 (𝑥𝑥𝑥)⟧, obtain

𝐸𝑛1 and 𝐸𝑛2 via (4.43).

2. Determine the potential 𝜑 along the interface by evaluating (4.41).

3. Differentiate the surface potential numerically along the interface in order to obtain the

tangential electric field 𝐸𝐸𝐸 𝑡 = −∇𝑠𝜑.

4. Knowing both components of the electric field, determine the jump in the electric traction

⟦ 𝑓𝑓𝑓 𝐸⟧ and use it to obtain ⟦ 𝑓𝑓𝑓 𝐻⟧ using (4.9).
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5. Solve for the interfacial velocity using the Stokes boundary integral equation (4.44).

6. Compute 𝜕𝑡𝑞 via (4.5) and update the charge distribution using a second-order Runge-Kutta

scheme.

7. Update the position of the interface by advecting the grid with the normal component of

the interfacial velocity: ¤𝑥𝑥𝑥𝑖 (𝑡) = (𝑢𝑢𝑢 · 𝑛𝑛𝑛)𝑛𝑛𝑛. Refine the grid locally if either the curvature of

the interface, magnitude of charge gradient, or length of the element exceeds a certain

threshold. Typical grids used in the simulations have 𝑁 ∼ 1000 elements.

4.5.2 Numerical linear stability analysis

We also perform a numerical normal-mode linear stability analysis based on the full

system of equations and boundary conditions, following a method proposed by [128] for the

stability of pendant drops. We analyze the stability of the base state of a flat interface with zero

charge, which allows us to parametrize the interface as 𝑧 = 𝜉 (𝑥, 𝑡). The system of governing

equations can be viewed as a dynamical system for the surface charge density 𝑞(𝑥, 𝑡) and interface

deflection 𝜉 (𝑥, 𝑡), which evolve according to equations (4.28) and (4.12), or

𝜕𝑡


𝑞(𝑥, 𝑡)

𝜉 (𝑥, 𝑡)

 =

−𝑛𝑛𝑛 ·

[
𝐸𝐸𝐸2 −𝑅−1𝐸𝐸𝐸1

]
−𝑅𝑒𝐸∇𝑠 · (𝑞𝑢𝑢𝑢)

𝑅𝑒𝐸 (−𝑢𝜕𝑥𝜉 + 𝑣)

 =

Q(𝑞, 𝜉)

Z(𝑞, 𝜉)

 , (4.45)

where the electric field 𝐸𝐸𝐸 and velocity 𝑢𝑢𝑢 are solutions of the boundary integral equations (4.42)

and (4.44). The right-hand side in (4.45) is evaluated on the interface. It can be viewed as a

nonlinear functional of the two variables (𝑞, 𝜉) and can be calculated numerically using the

algorithm of Sec. 4.5.1. The flat configuration with zero charge, given by 𝑞(𝑥, 𝑡) = 𝜉 (𝑥, 𝑡) = 0, is

an equilibrium solution.

The numerical linear stability analysis is performed in a periodic domain of period 𝐿𝑝.

After spatial discretization of the unit period using 𝑁 grid points, the dynamical system (4.45)
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yields a system of coupled ordinary differential equations of the form

𝜕𝑡𝑌𝑌𝑌 = 𝐽𝐽𝐽 (𝑌𝑌𝑌 ), (4.46)

where 𝑌𝑌𝑌 and 𝐽𝐽𝐽 are vectors of length 2𝑁 containing the values of the variables at the grid points:

𝑌𝑌𝑌 = (𝑞1, 𝑞2, . . . , 𝑞𝑁 , 𝜉1, 𝜉2, . . . , 𝜉𝑁 ), (4.47)

and

𝐽𝐽𝐽 = (Q1,Q2, . . . ,Q𝑁 ,Z1,Z2, . . . ,Z𝑁 ). (4.48)

The linear stability of the equilibrium solution 𝑌𝑌𝑌 = 000 is studied by perturbing the system as

𝑌𝑌𝑌 (𝑡) = 𝜀𝑌̂𝑌𝑌e𝑠𝑡 . At linear order in 𝜀≪ 1, we obtain a linear eigenvalue problem

J · 𝑌̂𝑌𝑌 = 𝑠𝑌̂𝑌𝑌, (4.49)

where

J𝑖𝑘 =
𝜕𝐽𝑘

𝜕𝑌𝑖
(𝑌𝑌𝑌 = 000) (4.50)

is the Jacobian of the system. The components of the Jacobian are calculated numerically using

a second-order central finite difference scheme:

J𝑖𝑘 ≈
𝐽𝑘 (+𝛿𝑌𝑖) − 𝐽𝑘 (−𝛿𝑌𝑖)

2𝛿𝑌𝑖
, (4.51)

where each variable 𝑌𝑖 is successively perturbed by a small amount ±𝛿𝑌𝑖 (corresponding to a

small perturbation of charge ±𝛿𝑞 for 𝑖 = 1, ..., 𝑁 or of shape ±𝛿𝜉 for 𝑖 = 𝑁 +1, ...,2𝑁), and where

𝐽𝑘 (±𝛿𝑌𝑖) at the numerator is obtained using the boundary integral method. Once J is known, its

eigenvalues 𝑠 provide the growth rates of the perturbation, while its eigenvectors 𝑌̂𝑌𝑌 capture the

corresponding eigenmodes of charge and shape.
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4.6 Results and discussion

We present results on the stability of the system by comparing predictions from the local

linear theory (LT) of Sec. 4.4 and from the numerical linear stability analysis (Num-LSA) of

Sec. 4.5.2. Nonlinear dynamics are also explored in transient simulations (TS) using the boundary

element method of Sec. 4.5.1. We discuss our results in the following order: first, we analyze

the behavior of the system subject to a tangential electric field in the absence of any background

flow in Sec. 4.6.1. Next, in Sec. 4.6.2, we study the effect of an extensional background flow

when there is no electric field. Finally, we characterize in Sec. 4.6.3 the interplay between field

and flow when both are applied to the system simultaneously.

4.6.1 Effect of tangential electric field

We first consider the case where a tangential electric field is applied to the interface in the

absence of any background flow. In this case, results from the local linear theory and numerical

linear stability analysis are expected to match, as the approximations of the local theory only

affect terms involving the applied flow. Since the base flow is stationary and the interfacial charge

is zero in the equilibrium state, the effects of charge convection only arise at quadratic order and

therefore have no effect on the linear stability. The growth rate predicted by LT in this case is

given by:

𝑠 = −𝑅𝑒𝐸
[

1
2𝐶𝑎𝐸

− (𝑄−1)
2

{
𝑅−1− 𝑠(𝑄−1)𝑅
𝑅 +1+ 𝑠(𝑄 +1)𝑅

}]
. (4.52)

Note that the dependence on wavenumber 𝑘 is through the electric capillary number, with

𝐶𝑎−1
𝐸

∝ 𝑘 . Equation (4.52) is consistent with the results of [104] in the limit of zero inertia.

In the limit of instantaneous charge relaxation (i.e., considering only Ohmic terms in
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equation (4.5)), the growth rate further simplifies to:

𝑠 = −𝑅𝑒𝐸
[

1
2𝐶𝑎𝐸

− (𝑄−1) (𝑅−1)
2(𝑅 +1)

]
. (4.53)

The first term on the right-hand side is always negative and captures the stabilizing effect of

capillary stresses. It is proportional to 𝑘 , indicating that surface tension preferentially stabilizes

high wavenumbers. The last term in (4.53) captures the effect of electric stresses and can be of

either sign. For the system to be electrically unstable, the following condition must be met:

(𝑄−1) (𝑅−1) > 0, (4.54)

which means either 𝑅 > 1, 𝑄 > 1 or 𝑅 < 1, 𝑄 < 1. Setting 𝑠 = 0 in (4.53) also provides a critical

electric capillary number for instability:

𝐶𝑎𝐸,𝑐 =
𝑅 +1

(𝑄−1) (𝑅−1) . (4.55)

The system is unstable for 𝐶𝑎𝐸 ≥ 𝐶𝑎𝐸,𝑐 (long waves), and it is stable otherwise. The maximum

growth rate is reached at zero wavenumber or under vanishing surface tension (𝐶𝑎𝐸 →∞) and is

given by

𝑠𝑚𝑎𝑥 = 𝑅𝑒𝐸
(𝑄−1) (𝑅−1)

2(𝑅 +1) . (4.56)

In the case of finite charge relaxation, the dispersion relation (4.52) is a quadratic equation for

the growth rate 𝑠. The roots can be shown to be imaginary only when

(𝑄𝑅−1) (𝑄−1) < 0, (4.57)

which is incompatible with the condition of equation (4.54) for instability, so that the growth

rate is always real in electrically unstable systems.
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Figure 4.4. Effect of tangential electric field: dominant eigenmodes of (𝑎) deformation 𝜉,
and (𝑏) interfacial charge 𝑞, obtained via Num-LSA for (𝑅,𝑄,𝜆, 𝑅𝑒𝐸 ,𝐶𝑎𝐸 ) = (2,3,1,1,15.92).
The corresponding growth rate values are (𝑠1, 𝑠2, 𝑠3, 𝑠4) = (0.111,0.098,0.085,0.073). (𝑐, 𝑑)
Time evolution of the interface shape and charge distribution in a transient simulation with an
initial condition given (𝜉1, 𝑞1). Inset: black curve shows the location of the tip of the interface
(maximum deflection) over time while the red line shows the growth rate predicted by Num-LSA.
Also see video in Supplementary Material.
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Figure 4.5. Growth rate 𝑠 as a function of 𝐶𝑎𝐸 obtained by Num-LSA, LT and TS for
(𝑅,𝑄,𝜆, 𝑅𝑒𝐸 ) = (2,3,1,1). Inset shows the decay of the numerical error E with the grid size 𝑁
for 𝐶𝑎𝐸 = 7.96.
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Figure 4.4(𝑎,𝑏) shows the dominant unstable modes of deformation and charge distribution

obtained via Num-LSA. It is evident that all the modes are sinusoidal as expected in the absence

of flow, and the fastest-growing mode, 𝜉1, has the largest possible wavelength permitted by

the computational domain. This is indeed expected based on LT. For comparison, we also

calculate the growth rate of various eigenmodes numerically by performing short-time transient

simulations. The growth rate 𝑠 obtained from LT, Num-LSA and TS is plotted as a function of

electric capillary number 𝐶𝑎𝐸 in figure 4.5. The results from Num-LSA and TS are in close

agreement with the ones predicted by (4.52), which provides validation of our numerical schemes.

The numerical error E = | (𝑠− 𝑠𝐿𝑇 )/𝑠𝐿𝑇 | decays with the grid size 𝑁 at a rate between 1.5 and 2

according to the inset of figure 4.5. Consequently, we dwell on numerical errors of the order

𝑂 (10−5) with a grid size 𝑁 ∼ 1000.

The nonlinear evolution of the interface shape and charge distribution is illustrated in

figure 4.4(𝑐, 𝑑) (also see video in Supplementary Material), showing a representative transient

simulation where the interface shape and charge distribution were initially perturbed by the

dominant unstable eigenmode with a small amplitude. At short times, the sinusoidal modes

amplify as the surface deflection grows and charge is brought the interface via Ohmic conduction.

As nonlinear effects become significant, the interface deflection becomes asymmetric. Electric

stresses on the interface drive a flow which tends to further sweep opposite charges towards the

interface tip, leading to the development of sharp charge gradients and of a pointed tip with high

curvature. The tip grows unboundedly with an increasing curvature until it eventually causes our

numerical method to break down. One should note that the eigenmodes have up-down mirror

symmetry, meaning that both (𝜉, 𝑞) and (−𝜉,−𝑞) have identical growth rates and exhibit similar

dynamics at short times. This is in contrast to the nonlinear regime of evolution where the shape

and charge distributions become asymmetric as evident in figure 4.4.
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4.6.2 Effect of stagnation-point flow

Next, we consider the stability of the interface under the applied flow only, with no

electric field. Since there is no applied field, the interfacial charge remains zero and the fate of

the system is entirely determined by the balance of viscous and capillary stresses. Consequently,

the only two time scales in the problem are 𝜏𝛾 and 𝜏 𝑓 , previously defined in (4.22) and (4.24),

respectively. The local linear theory yields the following expression for the growth rate:

𝑠∗
𝐿𝑇

= 1− 1
2𝐶𝑎

, (4.58)

where 𝑠∗
𝐿𝑇

has been scaled by 𝜏−1
𝑓

instead of 𝜏−1
𝑐,2, and where 𝐶𝑎 = 𝜏𝛾/𝜏 𝑓 is the viscous capillary

number and remains proportional to 𝑘−1
𝑝 . This result is consistent with the analysis of [189] in

the limit of zero inertia.

Figure 4.6(𝑎) shows the most unstable modes of deformation obtained via Num-LSA. The

modes are clearly non-sinusoidal in this case, with deflections from the flat base state occurring

primarily in the neighborhood of the stagnation point. The dominant mode 𝜉1 resembles a

Gaussian centered around the origin, and higher-order modes involve shapes with increasing

numbers of oscillations, all concentrated near 𝑥 = 0. Since the modes are non-sinusoidal, the

growth rate of the fastest-growing mode differs from the local prediction of equation (4.58). This

is confirmed in figure 4.6(𝑐) where the growth rates from LT and Num-LSA are compared as

a function of 𝐶𝑎. Both methods provide similar growth rates at high capillary numbers (long

wavelengths), but their predictions diverge at small values of 𝐶𝑎: while the local theory shows

a stabilization of the system below a critical capillary number, the numerical stability analysis

predict that the system is always unstable.

The nonlinear evolution of the interface shape is illustrated in figure 4.6(𝑏) (also see

video in Supplementary Material), showing a transient simulation in which the interface shape

was perturbed at 𝑡 = 0 by the dominant unstable eigenmode of shape. The interface deflection

increases with time, and as non-linear effects become significant the dimple in the interface
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Figure 4.6. Effect of applied stagnation-point flow: (𝑎) dominant eigenmodes of deformation
𝜉 obtained via Num-LSA for a system with (𝜆,𝐶𝑎) = (1,6). The corresponding growth rates
are (𝑠∗1, 𝑠

∗
2, 𝑠

∗
3, 𝑠

∗
4) = (0.851,0.650,0.517,0.393). (𝑏) Time evolution of the interface shape in a

transient simulation with an initial condition given by 𝜉1. Inset: black line shows the location of
the tip of the interface (maximum deflection) over time while the red curve shows the growth
rate predicted by Num-LSA. Also see video in Supplementary Material. (𝑐) Growth rate 𝑠∗ as a
function of 𝐶𝑎 obtained via Num-LSA and LT.
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narrows while the curvature at the tip increases, leading to an increase in capillary stresses which

tend to resist further deformation. As shown in the inset of figure 4.6(𝑏), this causes the interface

deflection to saturate and reach a steady profile where capillary stresses balance viscous stresses

arising from the applied flow. This is unlike the case of figure 4.4 for the electric field only,

where the tip deformation did not saturate.

4.6.3 Combined effects of electric field and flow

We now turn to the general case where the system is subject to both a tangential electric

field and a stagnation point flow. In this case, the local linear theory with finite charge relaxation

and charge convection by the flow yields the dispersion relation of (4.40), with sinusoidal

eigenmodes for all perturbation variables. It is clear, from the form of equation (4.40), that the

applied flow and electric field contribute additively to the growth rate: the presence of the base

flow simply shifts the growth rate of equation (4.53) for the electric problem by an amount of 𝐴̂.

In particular, an external flow with 𝐴̂ > 0 always has a destabilizing effect under the local theory

approximations. If charge convection is neglected in the theory, the effect of the background

flow only affects the dynamics of the system through the kinematic boundary condition and the

dispersion relation reduces to

𝑠
𝐿𝑇

= 𝐴̂−𝑅𝑒𝐸
[

1
2𝐶𝑎𝐸

− (𝑄−1)
2

{
𝑅−1− 𝑠

𝐿𝑇
(𝑄−1)𝑅

𝑅 +1+ 𝑠
𝐿𝑇
(𝑄 +1)𝑅

}]
. (4.59)

As we show in figure 4.8 and discuss further below, this approximation results in a decrease in

growth rate when compared to equation (4.40), suggesting that charge convection is destabilizing

under the local theory.

The numerical linear stability analysis and transient simulations, however, paint a more

complex picture. Recall that, in these two cases, the electric capillary number 𝐶𝑎𝐸 is defined

based on 𝑘 𝑝 = 2𝜋𝐿−1
𝑝 , where 𝐿𝑝 is the size of the periodic domain and sets the largest possible
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Figure 4.7. Combined effects of electric field and flow: (𝑎, 𝑏) dominant eigenmodes of deforma-
tion 𝜉 and interfacial charge 𝑞 for a system with (𝑅,𝑄,𝜆,𝐶𝑎𝐸 , 𝑅𝑒𝐸 , 𝐴̂) = (2,3,1,15.92,1,0.177).
(𝑐, 𝑑) Time evolution of the interface shape and charge distribution in a transient simulation with
initial condition given by (𝜉1, 𝑞1). Inset in (𝑐): black line shows the location of the tip of the
interface (maximum deflection) over time while the red curve shows the growth rate predicted
by Num-LSA. Also see video in Supplementary Material. Note that (𝑏) and (𝑐) only show one
quarter of the total domain, as interfacial charge variations are strongly localized near the origin.
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length scale for the unstable eigenmodes. The dominant eigenmodes of shape and charge obtained

by Num-LSA for a representative case are plotted in figure 4.7(𝑎,𝑏). Similar to the case of

Sec. 4.6.2 with flow only, all the modes are non-sinusoidal and exhibit strong variations near the

stagnation point. This is true especially of the eigenmodes of charge, which display shock-like

structures at 𝑥 = 0. These shocks result from the advection by the applied flow of surface charges

of opposite sign on each side of the stagnation point. They are reminiscent of the nonlinear

shapes of figure 4.4, but are even more strongly concentrated near the origin (note the different

scales in figure 4.7(𝑎) and (𝑏)). Note that the charge conservation equation (4.5) does not account

for surface diffusion of charge, which, if included, may regularize the profiles. These sharp

gradients seen in the linear eigenmodes are yet further amplified in the nonlinear regime, as we

show by performing transient simulations with a condition given by the first unstable eigenmode

with a small amplitude. The evolution of the shape and charge profiles is shown in figure 4.7(𝑐,𝑑)

(also see video in Supplementary Materials): the interface deflection sharpens rapidly as charges

accumulate on each side of the stagnation point, leading ultimately to failure of our numerical

method. The emergence of shocks in the charge distribution has also been observed in related

configurations, such as in liquid drops under applied electric fields [92, 39, 40]. There, the

quadrupolar Taylor flow generated by tangential electric stresses at the drop interface sweeps

surface charges from the poles towards the equator, resulting in sharp gradients at that location.

To further understand the interaction between the background flow and the electric field,

we study the behavior of the system as a function of local strain rate 𝐴̂ in figure 4.8, in a case where

the interface is electrically unstable. As already discussed above, the local theory (LT) predicts

that the applied flow is always destabilizing, especially in the presence of charge convection. The

behavior is more complex according to the numerical linear stability analysis, showing that the

background flow in fact has a stabilizing effect for 0 < 𝐴̂ < 𝐴̂𝑐 (𝐴̂𝑐 ≈ 0.118), as the growth rate

decreases from its value at 𝐴̂ = 0. Beyond 𝐴̂ ≥ 𝐴̂𝑐, the background flow becomes destabilizing

even in the presence of charge convection. However, the growth rate is always smaller when

charge convection is included in the model. Interestingly, the growth rates predicted by LT and
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Figure 4.8. Maximum growth rate as a function of local strain rate 𝐴̂ in a system with
(𝑅,𝑄,𝜆, 𝑅𝑒𝐸 ,𝐶𝑎𝐸 ) = (2,3,1,1,15.92). The blue and red curves show results of Num-LSA with
and without charge convection, while the light and dark green curves show the predictions of LT
with and without charge convection, respectively.

Num-LSA are in close agreement in the absence of charge convection. We discuss in §4.6.4

the mechanism for these trends, which involves the subtle interplay of convection with Ohmic

conduction.

The effect of the conductivity ratio 𝑅 and permittivity ratio 𝑄 on the stability of the

system is studied in figure 4.9. Although both LT and Num-LSA yield qualitatively similar

trends with respect to 𝑅 and 𝑄, the maximum growth rates obtained by the two methods differ

significantly, and predict opposite effects of charge convection as already observed in figure 4.8.

Another significant difference is that according to LT the interface is only unstable above critical

values of 𝑅,𝑄 ∼𝑂 (1), whereas it is unstable for all values of 𝑅 and𝑄 according to the numerical

stability. The evident discrepancy between the results of the two methods is attributed to the local

approximation made in LT, where linear terms in 𝑥 were neglected in the charge conservation

equation. As demonstrated by Num-LSA, these coupling terms with non-constant coefficients

result in very efficient charge transport towards the stagnation point, leading to strongly localized

eigenmodes unlike the Fourier modes assumed by LT.
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Figure 4.9. Maximum growth rate as a function of: (𝑎) conductivity ratio 𝑅 with 𝑄 = 3,
and (𝑏) permittivity ratio 𝑄 with 𝑅 = 2. The remaining parameters are (𝜆, 𝑅𝑒𝐸 ,𝐶𝑎𝐸 , 𝐴̂)
= (1,1,15.92,0.1) in both cases. Inset in (𝑎) shows a longer range for the vertical axis,
highlighting additional stable eigenmodes.

4.6.4 Mechanisms of charge transport in the dominant mode of instabil-
ity

In order to explain the non-monotonic role of charge convection seen in figure 4.9, we

further analyze the various mechanisms of charge transport in the dominant mode of instability.

We define the Ohmic and convective fluxes as

¤𝑞𝑜ℎ𝑚 = 𝑛𝑛𝑛 ·
[
𝑅−1𝐸𝐸𝐸1 −𝐸𝐸𝐸2

]
, (4.60)

¤𝑞𝑐𝑜𝑛𝑣 = −𝑅𝑒𝐸∇𝑠 · (𝑞𝑢𝑢𝑢), (4.61)

so that the charge conservation equation reads 𝜕𝑡𝑞 = ¤𝑞𝑜ℎ𝑚 + ¤𝑞𝑐𝑜𝑛𝑣. Figure 4.10(𝑎) shows the

profiles of ¤𝑞𝑜ℎ𝑚 and ¤𝑞𝑐𝑜𝑛𝑣 for the most unstable eigenmode in a system with (𝑅,𝑄,𝐶𝑎𝐸 , 𝑅𝑒𝐸 , 𝐴̂) =

(2,3,15.92,1,0.177). It is evident that Ohmic conduction and charge convection oppose each

other in the dominant mode as they have opposite signs over most of the domain. According to

figure 4.10(𝑎), charge convection is dominant in the vicinity of the stagnation point, whereas
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Figure 4.10. (𝑎) Ohmic flux and convective flux, defined in equations (4.60)–(4.61), in the
dominant mode of instability for a system with (𝑅,𝑄,𝐶𝑎𝐸 , 𝑅𝑒𝐸 , 𝐴̂) = (2,3,15.92,1,0.177). (𝑏)
Ohmic flux in the dominant mode of instability for two different values of 𝐴̂, with and without
charge convection.

conduction takes over further away from the origin. Close to the stagnation point, ¤𝑞𝑜ℎ𝑚 exhibits

oscillations, which are stronger with increasing 𝐴̂ as shown in figure 4.10(𝑏) but are suppressed

when charge convection is neglected.

To elucidate the underlying mechanisms for this behavior, we analyze the respective roles

of interface deflections and charge perturbations in driving Ohmic currents in the dominant

eigenmode. Recall that the eigenmodes obtained by Num-LSA involve both perturbations in

shape 𝜉 and charge 𝑞. Here we estimate the Ohmic current induced by these eigenmodes in the

linear regime:

¤̂𝑞𝑜ℎ𝑚 = 𝑅−1𝐸̂𝑛1 − 𝐸̂
𝑛
2 . (4.62)

To express 𝐸̂𝑛1 and 𝐸̂𝑛2 in terms of (𝑞, 𝜉), we linearize the boundary integral equation (4.42) to

find:

− 1+𝑄
2(1−𝑄) (𝐸̂

𝑛
2 − 𝐸̂

𝑛
1 ) = 𝑛̂𝑥 −

𝑞

1−𝑄 , (4.63)

where 𝑛̂𝑥 = 𝜕𝑥𝜉 is the 𝑥 component of the surface normal. Gauss’s law also provides

𝐸̂𝑛2 −𝑄𝐸̂
𝑛
1 = 𝑞. (4.64)
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Figure 4.11. (𝑎) Eigenmodes of charge 𝑞, interfacial deflection 𝜉, and horizontal compo-
nent of the unit normal vector 𝑛̂𝑥 in the dominant mode of instability for a system with
(𝑅,𝑄,𝜆, 𝑅𝑒𝐸 , 𝐴̂,𝐶𝑎𝐸 ) = (2,3,1,1,0.177,15.92). (𝑏) Resulting Ohmic currents induced by per-
turbations in the charge distribution (blue), interfacial shape (green), and their net distribution
(red); see equation (4.65) for details.

Eliminating 𝐸̂𝑛1 and 𝐸̂𝑛2 using equations (4.63) and (4.64) yields the following expression for the

charge conduction flux:

¤̂𝑞𝑜ℎ𝑚 = 2
(1−𝑅𝑄)
𝑅(1+𝑄) 𝑛̂𝑥 −

𝑅 +1
𝑅(1+𝑄) 𝑞, (4.65)

which captures the conduction response of the system to small perturbations. The first term

on the right-hand side represents the Ohmic flux induced by perturbing the shape while the

second term is the flux induced by the charge perturbation. Figure 4.11 shows the profile of the

perturbation in the dominant eigenmode along with the resulting Ohmic fluxes for the same set

of parameters as used in figure 4.10. It is evident from figure 4.11(𝑏) that the Ohmic currents

induced by the applied deformation and charge distribution have opposite signs over the entire

domain, and thus work against each other. This explains the oscillations in ¤̂𝑞𝑜ℎ𝑚 observed

near the stagnation point in figure 4.10(𝑎), and it is this complex Ohmic response that opposes

charge convection in the dominant eigenmode, leading to the stabilizing effect of convection

seen in figures 4.8 and 4.9. One should note that this behavior is independent of the sign of

(1− 𝑅𝑄) since there is no preferred order to the arrangement of the fluid layers in the linear
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Figure 4.12. Growth rate 𝑠 as a function of 𝐶𝑎𝐸 obtained via Num-LSA and LT for a system
with (𝑅,𝑄) = (31.4,0.6) characteristic of the EHD flow in a droplet. 𝑅𝑒𝐸 and 𝐴̂ are linearly
proportional to 𝐶𝑎𝐸 in that case, and the blue marker (𝜆, 𝑅𝑒𝐸 , 𝐴̂,𝐶𝑎𝐸 , ) = (1,4.37,1.19,1.45) is
the reference point based on the experiments. Purple and blue lines show the predictions by LT
for 𝜆 = 1 and 0.07 respectively.

regime. In other words, two systems characterized by 𝑅𝑄 and (𝑅𝑄)−1 are dynamically equivalent.

4.7 Relevance to the equatorial streaming instability

Brosseau and Vlahovska reported streaming from the equator of a drop placed in a

uniform electric field. In the experimental system, 𝑅𝑄 > 1 and the EHD flow driven by electric

shear stresses on the drop interface converges at the equator (see figure 4.1) [20]. At the equator

the applied electric field is also parallel to the drop interface. Thus, the configuration resembles

the set-up considered in our theoretical study. Here, we use the LT and Num-LSA analyses to

gain insight into the interface destabilization at the stagnation line of the electrohydrodynamic

flow.

The LT of a fluid interface subject to a convergent flow predicts that the interface is

always unstable [189]. However, the LT for a fluid interface subjected to a tangentially applied

DC uniform field is stable for the experimental conditions according to equation (4.52). In the
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experiments the streaming was only observed at sufficiently high electric fields, 𝐶𝑎𝐸 ∼ 𝑂 (1),

which is likely due to the competition of the destabilizing and stabilizing actions of the field-driven

flow and of the electric field.

Figure 4.12 shows the theoretical prediction for the growth rate of the instability. The

strain rate of the convergent flow can be estimated from the EHD flow at the equator of the drop

based on Taylor’s classic solution [176]:

𝐴 =
9
5
𝑅(𝑅𝑄−1)
(2𝑅 +1)2 𝜏

−1
𝐸𝐻𝐷

with 𝜏
𝐸𝐻𝐷

=
𝜇2(1+𝜆)
𝜖2𝐸

2
0

, (4.66)

where fluids 1 and 2 represent the drop and the suspending liquid, respectively. We obtain

𝐴 ≈ 2.22 s−1 using the experimental parameters for the drop of silicon oil (𝜌1 = 960 kgm−3,

𝜖1/𝜖0 = 2.8, 𝜎1 = 1.4× 10−12 Sm, 𝜇1 = 0.048 Pas) suspended in castor oil (𝜌2 = 961 kgm−3,

𝜖2/𝜖0 = 4.6, 𝜎2 = 4.4×10−11 Sm, 𝜇2 = 0.69 Pas) under an electric field of 𝐸0 = 4kVcm−1 and a

surface tension 𝛾 = 4.5mNm−1.

The LT does predict a threshold 𝐶𝑎𝐸 , which increases with viscosity ratio. According to

the Num-LSA, which can be only performed for 𝜆 = 1, the interface is always unstable. However,

the growth rate is vanishingly small at low 𝐶𝑎𝐸 and the instability may not develop on the

time-scale of the experiment, which is on the order of 1s. Indeed, only above 𝐶𝑎𝐸 ∼ 1 does the

instability grow at rate faster than 1s−1. Increasing the viscosity ratio further slows down the

growth of the instability, and suggests that streaming would not be observed for viscosity ratios

greater than one, in qualitative agreement with the experiment. Finally, we note that while the

present study focuses on planar interfaces, the equatorial streaming instability in drops occurs on a

curved surface and the effects of base-state interfacial curvature on the instability remain unknown.
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4.8 Conclusions

We have presented a theoretical and numerical model in two dimensions to study the

dynamics of an interface separating two immiscible fluid layers subject to a tangential electric

field and a stagnation point flow. We performed a local linear stability analysis in the vicinity

of the stagnation point, which was able to recover the previous results of [104] in the absence

of the background flow, and of [189] in the absence of the electric field and in the limit of zero

inertia. Our local theory was complemented by a numerical analysis using the boundary element

method, which was also used to perform a numerical normal-mode linear stability analysis based

on the complete Melcher-Taylor leaky dielectric model including charge convection. Our results

show that charge convection plays a significant role in determining the dynamics of the system by

altering the dominant unstable mode, in which it was shown to have a stabilizing effect. Further,

we explored the dynamics of the system far from equilibrium using transient nonlinear numerical

simulations and demonstrated how the coupling of flow and interfacial charge dynamics in

the dominant unstable mode gives rise to strongly nonlinear effects such as the formation of

high-curvature tips and of charge density shocks.

In this study, the convergent flow and the electric field were assumed to be independently

applied. This differs from the case of the equatorial EHD instability in drops [20, 194], where

the flow is also generated by the electric field. In spite of this simplification, our analysis

provides valuable insights into the underlying mechanisms responsible for the EHD equatorial

streaming such as the evolution of the convergent line instability and the emergence of strong

charge gradients. A more detailed discussion of the relevance of the present work to describe

equatorial instabilities in liquid drops is provided in Appendix 4.7. Extensions of the present

study could include considering the effect of the viscosity contrast (𝜆 ≠ 1) and of equilibrium

surface curvature on the behavior of the system. Further attempts to improve the accuracy of the

numerical simulations may involve implementation of shock capturing schemes for the solution

of the charge conservation equation, as well as surface reparametrization schemes for handling

83



extreme local deformations.
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Chapter 5

Electrohydrodynamic flows in viscous
drops

A weakly conducting liquid droplet immersed in another leaky dielectric liquid can

exhibit rich dynamical behaviors under the effect of an applied electric field. Depending on

material properties and field strength, the nonlinear coupling of interfacial charge transport

and fluid flow can trigger electrohydrodynamic instabilities that lead to shape deformations

and complex dynamics. We present a spectral boundary integral method to simulate droplet

electrohydrodynamics in a uniform electric field. All physical variables, such as drop shape and

interfacial charge density, are represented using spherical harmonic expansions. In addition to

its exponential accuracy, the spectral representation affords a nondissipative dealiasing method

required for numerical stability. A comprehensive charge transport model, valid under a wide

range of electric field strengths, accounts for charge relaxation, Ohmic conduction, and surface

charge convection by the flow. A shape reparametrization technique enables the exploration

of significant droplet deformation regimes. For low-viscosity drops, the convection by the

flow drives steep interfacial charge gradients near the drop equator. This introduces numerical

ringing artifacts that we treat via a weighted spherical harmonic expansion, resulting in solution

convergence. The method and simulations are validated against experimental data and analytical

predictions in the axisymmetric Taylor and Quincke electrorotation regimes.
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5.1 Introduction

A wide range of engineering applications involve liquid drops immersed in another

fluid while subject to an applied electric field. Some examples include ink-jet printing [8],

electrospraying [52], and microfluidic devices and pumps [93]. These systems exhibit rich

dynamics due to the electric field and fluid flow coupling. When an interface separating two

immiscible fluids is subject to an otherwise uniform electric field, the electric field undergoes

a jump across the interface due to the mismatch in material properties. This discontinuity in

the electric field induces electric stresses that can deform the interface and drive the fluid into

motion.

We are interested in leaky dielectric liquids such as oils, which serve as poor conductors.

Unlike electrolyte solutions where diffuse Debye layers affect the system’s dynamics, leaky

dielectrics are characterized by the absence of diffuse Debye layers [143]. The free charges instead

concentrate on the interfaces between different phases in the system. Consequently, the electric

field acting on the interfacial charge creates electric stresses along the normal and tangential

directions, which cause deformations and fluid motion. Surface tension has a stabilizing effect

in general, trying to restore the equilibrium shape. Melcher and Taylor developed a framework

for studying electrohydrodynamic phenomena in leaky dielectric systems, known as the leaky

dielectric model (LDM) [103]. Central to their work is a charge conservation model that describes

a balance between Ohmic fluxes from the bulk, interfacial charge convection, and finite charge

relaxation. It was previously shown that LDM can be derived asymptotically from electrokinetic

models in the limit of strong electric fields and thin Debye layers [148, 112].

This work focuses on the dynamics of a leaky dielectric drop immersed in another

dielectric fluid under a uniform DC electric field. This canonical problem has been a long-

standing research problem in electrohydrodynamics. In his pioneering work, Taylor [176]

formulated a small-deformation theory for an isolated drop based on LDM and could predict

oblate and prolate steady shapes depending on the material properties. While Taylor’s theory
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shows good agreement with experimental data in the limit of vanishing electric capillary number

CaE (ratio of electric to capillary forces), the discrepancy is significant at larger values of CaE.

Therefore, other researchers attempted to extend Taylor’s work by accounting for second-order

effects in CaE [2], considering spheroidal drops [201, 205], including inertial effects [91] and

interfacial charge convection [158, 50, 76, 40].

A variety of computational models have been developed to study drop dynamics under

strong electric fields at finite deformations, a problem untractable using analytical theories. In

the limit of negligible inertia, boundary integral equations can be used to formulate and solve the

coupled electrohydrodynamic problem. Sherwood was the first to develop a boundary element

method for an axisymmetric drop in an equiviscous system and applied it to capture breakup

modes in prolate drops [157]. His original work was subsequently extended to study drop pair

interaction [10] and to cover a wider range of fluid and electric parameters [90]. These earlier

attempts used a simplified boundary condition for the electric problem, which neglected transient

charge relaxation and interfacial charge convection by the flow. These two effects have recently

been shown to play a significant role in drop dynamics and deformations [40]. Lanauze et al. [92]

and Das and Saintillan [39] recently addressed this problem and developed axisymmetric and

three-dimensional boundary element methods based on the full Melcher-Taylor LDM. The effect

of charge convection was specifically addressed in [39], where it was shown to be responsible

for Quincke electrorotation. These methods, however, were found to lack accuracy and stability

in the regime of strong electric fields. Other numerical approaches have been used to study

drop electrohydrodynamics, including immersed boundary [79], level set [15, 180], and finite

element methods [51, 49, 171]. More recently, finite element simulations [34, 195] were also

used to investigate electrohydrodynamic instabilities such as tip and equatorial streaming in drops

under strong electric fields. These latter techniques all include finite fluid inertia and, with few

exceptions [180], do not treat the drop surface as a sharp interface.

Improved accuracy within the boundary integral framework can be achieved using spectral

methods, which rely on expansions of the shape and interfacial variables based on spherical
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harmonics. Such methods were recently developed to simulate electrohydrodynamics of lipid

vesicles [191] and also extended to the case of individual drops and drop pairs [165, 163, 166].

These studies, however, all neglected charge relaxation and charge convection and were thus

restricted to weak electric fields. Accurately capturing charge convection is especially challenging

as it nonlinearly couples fluid flow and charge transport on a deformed interface. It can result in

spurious aliasing errors with negative consequences for accuracy and stability. This work addresses

this challenge and presents a spectral boundary integral method for the electrohydrodynamics

of deformable liquid drops based on the complete Melcher–Taylor LDM. Interfacial charge

convection is rigorously accounted for, and dealiasing and reparametrization techniques are

implemented to improve accuracy and stability and enable long-time simulations.

The chapter is organized as follows. We define the problem and discuss the governing

equations and boundary conditions in Sec. 5.2.1, along with their non-dimensionalization in

Sec. 5.2.2. Sec. 5.2.3 presents the integral form of the governing equations and boundary

conditions used in developing the boundary integral method. We discuss different aspects

of the numerical method in Sec. 5.3: the spectral representation of all variables in terms of

spherical harmonics is discussed in 5.3.1, followed by details of the dealiasing method in

Sec. 5.3.2. Next, in Sec. 5.3.3, we summarize the numerical integration methods used in this

study and correction methods to ensure charge neutrality and incompressibility in Sec. 5.3.4.

As explained in Sec. 5.3.5, we also use a reparametrization method to improve the numerical

stability in simulations where the drop undergoes significant deformations. In Sec. 5.3.6, we

discuss the overall convergence of our numerical method as well as the limitations of the time

step size. We test and validate our computational model by applying it to a wide range of

dynamical behaviors, such as the axisymmetric Taylor regime under weak electric fields in

Sec. 5.4.1, and Quincke electrorotation under stronger electric fields in Sec. 5.4.2. We also

investigate the dynamics of low-viscosity drops in Sec. 5.4.3, where charge convection plays an

important role. Finally, we discuss our conclusions and possible extensions of our work in Sec. 5.5.
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Figure 5.1. Problem definition: a leaky dielectric drop with (𝜎−, 𝜖−, 𝜇−) is suspended in another
leaky dielectric fluid with (𝜎+, 𝜖+, 𝜇+) and subject to an external electric field 𝐸𝐸𝐸∞. The drop
deforms and diverges from its initially spherical shape.

5.2 Problem definition

5.2.1 Governing equations

We consider a neutrally buoyant drop of a fluid occupying volume 𝑉− immersed in

an infinite body of another fluid 𝑉+ while subject to a uniform electric field 𝐸𝐸𝐸∞ = 𝐸∞ 𝑒̂𝑒𝑒𝑧 as

depicted schematically in Fig. 5.1. The interface 𝐷 separates the two fluid media, and the surface

unit normal 𝑛𝑛𝑛(𝑥𝑥𝑥) is pointed towards the suspending fluid. Initially, the drop is uncharged and

spherical with radius 𝑟0. The material properties, namely the dielectric permittivities, electric

conductivities, and dynamic viscosities, are denoted by (𝜖±, 𝜎±, 𝜇±) inside and outside the drop,

respectively. Under the Taylor–Melcher leaky dielectric model [176], any net charge in the

system appears on the interface 𝐷, and the bulk of the fluids remain electroneutral. Therefore,

the electric potential is harmonic in the bulk:

∇2𝜑±(𝑥𝑥𝑥) = 0, 𝑥𝑥𝑥 ∈ 𝑉±. (5.1)
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Far away from the interface, the electric field 𝐸𝐸𝐸 = −∇𝜑 tends to the applied electric field:

𝐸𝐸𝐸+ → 𝐸𝐸𝐸∞ = 𝐸∞ 𝑒̂𝑒𝑒𝑧, as |𝑥𝑥𝑥 | → ±∞. (5.2)

While the tangential component of the electric field is continuous across the interface, its normal

component undergoes a jump due to the mismatch in material properties:

𝑛𝑛𝑛×⟦𝐸𝐸𝐸⟧ = 000, 𝑥𝑥𝑥 ∈ 𝐷. (5.3)

We define the operator ⟦F⟧B F +−F − as the jump in any variable F across the interface 𝐷. A

surface charge density develops at the interface and follows Gauss’s law,

𝑞(𝑥𝑥𝑥) = 𝑛𝑛𝑛 ·⟦𝜖𝐸𝐸𝐸⟧, 𝑥𝑥𝑥 ∈ 𝐷. (5.4)

The surface charge evolves due to Ohmic currents from the bulk and convective currents on the

interface. Consequently, it satisfies the conservation equation:

𝜕𝑡𝑞 +𝑛𝑛𝑛 ·⟦𝜎𝐸𝐸𝐸⟧+∇𝑠 · (𝑞𝑢𝑢𝑢) = 0, 𝑥𝑥𝑥 ∈ 𝐷, (5.5)

where ∇𝑠 = (𝐼𝐼𝐼 −𝑛𝑛𝑛𝑛𝑛𝑛) · ∇ is the surface gradient operator and 𝑢𝑢𝑢 is the fluid velocity.

Neglecting the effect of inertia and gravity, the velocity and pressure fields satisfy the

Stokes and continuity equations:

𝜇±∇2𝑢𝑢𝑢±−∇𝑝± = 0, ∇ ·𝑢𝑢𝑢± = 0, 𝑥𝑥𝑥 ∈ 𝑉±. (5.6)
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The velocity vector is continuous across the interface and vanishes far from it:

⟦𝑢𝑢𝑢(𝑥𝑥𝑥)⟧ = 000, 𝑥𝑥𝑥 ∈ 𝐷, (5.7)

𝑢𝑢𝑢+(𝑥𝑥𝑥) → 000, as |𝑥𝑥𝑥 | → ∞. (5.8)

The balance of interfacial forces requires that the jump in hydrodynamic and electric tractions

across the interface balance capillary forces:

⟦ 𝑓𝑓𝑓 H⟧+⟦ 𝑓𝑓𝑓 E⟧ = 𝛾(∇𝑠 · 𝑛𝑛𝑛)𝑛𝑛𝑛, 𝑥𝑥𝑥 ∈ 𝐷. (5.9)

We neglect Marangoni effects due to variations in surface tension, ∇𝑠𝛾 = 000. Hydrodynamic

and electric tractions are expressed in terms of the Newtonian and Maxwell stress tensors,

respectively:

𝑓𝑓𝑓 H = 𝑛𝑛𝑛 ·𝑇𝑇𝑇H, 𝑇𝑇𝑇H = −𝑝𝐼𝐼𝐼 + 𝜇
(
∇𝑢𝑢𝑢 +∇𝑢𝑢𝑢𝑇

)
, (5.10)

𝑓𝑓𝑓 E = 𝑛𝑛𝑛 ·𝑇𝑇𝑇E, 𝑇𝑇𝑇E = 𝜖

(
𝐸𝐸𝐸𝐸𝐸𝐸 − 1

2𝐸
2𝐼𝐼𝐼

)
. (5.11)

The jump in electric tractions can be decomposed into tangential and normal components as

⟦ 𝑓𝑓𝑓 E⟧ = ⟦𝜖𝐸𝑛⟧𝐸𝐸𝐸 𝑡 + 1
2
⟦𝜖 (𝐸𝑛2 −𝐸 𝑡2)⟧𝑛𝑛𝑛 = 𝑞𝐸𝐸𝐸 𝑡 +⟦𝑝E⟧𝑛𝑛𝑛, (5.12)

where 𝑝E = 𝜖 (𝐸𝑛2 −𝐸 𝑡2)/2 is the electric pressure [90]. The first term on the right-hand side

represents the tangential electric stresses in leaky dielectrics, and it vanishes when both fluids are

either perfect dielectrics or perfect conductors.
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5.2.2 Non-dimensionalization

For the system described above, a dimensional analysis yields five dimensionless groups,

three of which characterize the mismatch of material properties in the drop and the suspending

fluid:

R =
𝜎+

𝜎− , Q =
𝜖−

𝜖+
, 𝜆 =

𝜇−

𝜇+
. (5.13)

The limits of 𝜆→ 0 and ∞ correspond to a bubble and a rigid particle, respectively. The remaining

dimensionless groups describe the system’s dynamics and can be obtained by comparing the

characteristic time scales in the problem. First, note that the response of each fluid phase to

Ohmic conduction is characterized by the charge relaxation time:

𝜏±𝑐 =
𝜖±

𝜎± . (5.14)

The product RQ = 𝜏−/𝜏+ is the ratio of the charge relaxation times in the two fluids and plays an

important role in the dynamics of the drop [39]. The polarization time for a rigid sphere under

an applied electric field is the Maxwell–Wagner relaxation time

𝜏MW =
𝜖− +2𝜖+

𝜎− +2𝜎+ =
R(Q+2)

1+2R
𝜏+𝑐 , (5.15)

which provides an approximate timescale for polarization of the drop. The accumulation of

free charges on the interface creates electric forces that drive the fluid into motion on the

electrohydrodynamic time scale

𝜏EHD =
𝜇+

𝜖+𝐸2
∞
. (5.16)

Deformations away from the equilibrium spherical shape relax under the effect of surface tension

on the capillary time scale

𝜏𝛾 =
𝜇+ 𝑟0
𝛾

. (5.17)
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By taking the ratios of these time scales, the two remaining dimensionless groups can be defined

as

CaE =
𝜏𝛾

𝜏EHD
=
𝜖𝐸2

∞ 𝑟0

𝛾
, Ma =

𝜏EHD
𝜏MW

=
𝜇+

𝜏MW𝜖+𝐸2
∞
. (5.18)

The electric capillary number CaE compares electric forces versus capillary forces, while the

Mason number Ma characterizes the importance of charge conduction against surface charge

convection. Alternatively, we can combine CaE and Ma to construct a third dimensionless group

CaMW to be independent of the electric field:

CaMW =
𝜏𝛾

𝜏MW
=
𝜇+(1+𝜆) 𝑟0
𝛾𝜏MW

= (1+𝜆)CaE Ma. (5.19)

For a given set of material properties, changing CaMW corresponds to varying the drop radius 𝑟0.

We scale the governing equations and boundary conditions using length scale 𝑟0, time

scale 𝜏MW, pressure scale 𝜖+𝐸2
∞, and the characteristic electric potential 𝐸∞𝑟0. In the remainder

of this manuscript, all governing equations and boundary conditions are dimensionless, and

results are presented in terms of the corresponding dimensionless variables.

5.2.3 Boundary integral formulation

The electric problem is formulated in integral form based on the solution to Laplace’s

equation as [157, 10, 90]

𝜑(𝑥𝑥𝑥0) = −𝑥𝑥𝑥0 ·𝐸𝐸𝐸∞−
∫
𝐷

𝑛𝑛𝑛 ·⟦∇𝜑(𝑥𝑥𝑥)⟧G (𝑥𝑥𝑥0;𝑥𝑥𝑥) d𝑠(𝑥𝑥𝑥), for 𝑥𝑥𝑥0 ∈ 𝑉±, 𝐷, (5.20)

where the evaluation point 𝑥𝑥𝑥0 can be anywhere in space, and 𝑥𝑥𝑥 denotes the integration point on

the interface. The free-space Green’s function for Laplace’s equation, G (𝑥𝑥𝑥0;𝑥𝑥𝑥), captures the
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electric potential due to a point charge in an unbounded domain as

G (𝑥𝑥𝑥0;𝑥𝑥𝑥) = 1
4𝜋𝑟

, where 𝑟𝑟𝑟 = 𝑥𝑥𝑥0 − 𝑥𝑥𝑥, 𝑟 = |𝑟𝑟𝑟 |. (5.21)

Taking the gradient of Eq. (5.20) with respect to 𝑥𝑥𝑥0 and using Gauss’s law (5.4), we derive an

integral equation for the jump in the normal electric field as a function of the surface charge

distribution:

−
∫
𝐷

⟦𝐸𝑛 (𝑥𝑥𝑥)⟧[𝑛𝑛𝑛(𝑥𝑥𝑥0) · ∇0G] d𝑠(𝑥𝑥𝑥) − 1+Q
2(1−Q) ⟦𝐸

𝑛 (𝑥𝑥𝑥0)⟧ = 𝐸𝑛∞(𝑥𝑥𝑥0) −
𝑞(𝑥𝑥𝑥0)
1−Q

, for 𝑥𝑥𝑥0 ∈ 𝐷.

(5.22)

For a given charge distribution 𝑞(𝑥𝑥𝑥), Eq. (5.22) can determine ⟦𝐸𝑛 (𝑥𝑥𝑥)⟧, from which 𝐸𝑛+ and

𝐸𝑛− follow as

𝐸𝑛+(𝑥𝑥𝑥) = 𝑞(𝑥
𝑥𝑥) −Q⟦𝐸𝑛 (𝑥𝑥𝑥)⟧

1−Q
, 𝐸𝑛−(𝑥𝑥𝑥) = 𝑞(𝑥

𝑥𝑥) −⟦𝐸𝑛 (𝑥𝑥𝑥)⟧
1−Q

. (5.23)

The tangential electric field 𝐸𝐸𝐸 𝑡 (𝑥𝑥𝑥) = −∇𝑠𝜑(𝑥𝑥𝑥) can be computed by differentiation of the electric

potential (5.20) along the tangential direction. The interfacial jump in electric tractions ⟦ 𝑓𝑓𝑓 E⟧

follows from Eq. (5.12) based on the tangential and normal electric fields calculated at every

point on the interface. This can be used to determine the jump in hydrodynamic tractions ⟦ 𝑓𝑓𝑓 H⟧

using the dynamic boundary condition (5.9) as

⟦ 𝑓𝑓𝑓 H⟧ = −⟦ 𝑓𝑓𝑓 E⟧+Ca−1
E (∇𝑠 · 𝑛𝑛𝑛)𝑛𝑛𝑛, (5.24)

which enters the calculation of the velocity field, as explained next.

The flow problem is also recast into a boundary integral form as [133, 125]

𝑢𝑢𝑢(𝑥𝑥𝑥0) =−
1

4𝜋Ma (1+𝜆)

∫
𝐷

⟦ 𝑓𝑓𝑓 H(𝑥𝑥𝑥)⟧ ·𝐺𝐺𝐺 (𝑥𝑥𝑥0;𝑥𝑥𝑥) d𝑠(𝑥𝑥𝑥)

+ 1−𝜆
4𝜋(1+𝜆)

−
∫
𝐷

𝑢𝑢𝑢(𝑥𝑥𝑥) ·𝑇𝑇𝑇 (𝑥𝑥𝑥0;𝑥𝑥𝑥) · 𝑛𝑛𝑛(𝑥𝑥𝑥) d𝑠(𝑥𝑥𝑥), for 𝑥𝑥𝑥0 ∈ 𝐷.
(5.25)
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Here, 𝐺𝐺𝐺 is the free-space Green’s function for the Stokeslet or flow due to a unit point force in an

unbounded domain, and 𝑇𝑇𝑇 is the corresponding stress tensor:

𝐺𝐺𝐺 (𝑥𝑥𝑥0;𝑥𝑥𝑥) = 𝐼
𝐼𝐼

𝑟
+ 𝑟
𝑟𝑟𝑟𝑟𝑟

𝑟3 , 𝑇𝑇𝑇 (𝑥𝑥𝑥0;𝑥𝑥𝑥) = 6
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

𝑟5 . (5.26)

Note that the integral equations (5.20), (5.22) and (5.25) exhibit singular behaviors of different

orders as 𝑥𝑥𝑥 approaches 𝑥𝑥𝑥0. This is due to the singularity of the Green’s function for Laplace’s

(5.21) and Stokes equations (5.26). Conventional quadrature schemes have poor accuracy in the

presence of singular integrands and may not converge by increasing the level of discretization.

Therefore, accurate numerical integration requires special treatment of the singularities, which

we will discuss in Sec. 5.3.3.

5.3 Numerical methods

We solve Eqs. (5.22) and (5.25) by building upon a spectral boundary integral method

introduced by [207]. This method was also previously applied to study vesicle dynamics under

shear and extensional flows [22, 24] as well as flows of confined red blood cells [25, 23, 60]. All

variables, including the interfacial shape, velocity, and charge, are represented using truncated

series of spherical harmonic expansions as discussed in Sec. 5.3.1. Nonlinear operations,

geometrical quantities (such as mean curvature), and spatial derivatives are computed accurately

using a nondissipative dealiasing method discussed in Sec. 5.3.2. The boundary integrals are

computed using a quadrature scheme for the surface collocation points, with a special treatment

for the singular integrands, as summarized in Sec. 5.3.3. Any changes to the volume and net

charge of the drop due to numerical errors are corrected as explained in Sec. 5.3.4 to ensure

numerical stability over long simulation times. In addition, we adopt a reparameterization

technique in Sec. 5.3.5 to minimize the high-frequency component of the interfacial shape, which

improves the stability of the numerical method for cases with significant deformations. We
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provide a convergence analysis for our numerical method in Sec. 5.3.6 and discuss the time

step size restrictions for our time marching scheme. The code associated with the methods and

simulations in this article is publicly available at https://github.com/mfirouzn/EHD Drop 3D

[55].

At 𝑡 = 0, the drop is uncharged with a spherical shape. The numerical algorithm used

in this study follows that of [39], [58], and [57]. We perform the following steps at every time

iteration:

1. Given the current charge distribution 𝑞(𝑥𝑥𝑥) and shape of the interface, compute ⟦𝐸𝑛 (𝑥𝑥𝑥)⟧

by numerically inverting (5.22) using GMRES [138]. From ⟦𝐸𝑛 (𝑥𝑥𝑥)⟧, we obtain 𝐸𝑛+(𝑥𝑥𝑥)

and 𝐸𝑛−(𝑥𝑥𝑥) via (5.23).

2. Determine the potential 𝜑 along the interface by evaluating (5.20).

3. Differentiate the surface potential numerically along the interface in order to obtain the

tangential electric field 𝐸𝐸𝐸 t = −∇𝑠𝜑.

4. Knowing both components of the electric field, determine the jump in the electric traction

⟦ 𝑓𝑓𝑓 E⟧ and use it to obtain ⟦ 𝑓𝑓𝑓 H⟧ using (5.24).

5. Solve for the interfacial velocity using the Stokes boundary integral equation (5.25).

6. Compute 𝜕𝑡𝑞 via (5.5) and update the charge distribution.

7. Update the position of the interface by advecting the grid with the normal component of

the interfacial velocity: 𝜕𝑡𝑥𝑥𝑥 = (𝑢𝑢𝑢 · 𝑛𝑛𝑛)𝑛𝑛𝑛.

8. Apply corrections to the shape and charge distribution to ensure incompressibility and

charge neutrality, as discussed in Sec. 5.3.4.

9. Reparametrize the interfacial shape following the method discussed in Sec. 5.3.5 to

minimize high-frequency components in the spherical harmonic expansion.

96

https://github.com/mfirouzn/EHD_Drop_3D


The algorithm above describes a single time-marching step. In practice, we use a second-order

Runge-Kutta method as discussed in Sec. 5.3.6.

5.3.1 Surface representation

The shape of the drop is assumed to be smooth and of spherical topology. Therefore, the

surface is parameterized by a truncated series of spherical harmonic expansion from a rectangular

domain S2 = {(𝜃, 𝜙) | 𝜃 ∈ (0, 𝜋), 𝜙 ∈ [0, 2𝜋)} to R3:

𝑥𝑥𝑥(𝜃, 𝜙) =
𝑁−1∑︁
𝑛=0

𝑛∑︁
𝑚=0

𝑃̄𝑚𝑛 (cos𝜃) (𝑎𝑎𝑎𝑛𝑚 cos𝑚𝜙 + 𝑏𝑏𝑏𝑛𝑚 sin𝑚𝜙) , (5.27)

where 𝜃 and 𝜙 are the latitude and longitude angles, and 𝑠𝑠𝑠 = {𝑎𝑎𝑎𝑛𝑚, 𝑏𝑏𝑏𝑛𝑚} are the coefficients of

the expansion in a compact form [17]. The representation above yields 𝑁2 spherical harmonic

modes per each component of 𝑥𝑥𝑥 (total of 3𝑁2 modes). The normalized associated Legendre

polynomials of degree 𝑛 (𝑛 = 0, 1, 2, . . . ) and order 𝑚 (𝑚 ≤ 𝑛) are defined as

𝑃̄𝑚𝑛 (𝜂) =
1

2𝑛 𝑛!

√︄
(2𝑛+1) (𝑛−𝑚)!

2 (𝑛+𝑚)! (1−𝜂2)𝑚/2 d𝑛+𝑚

d𝑥 𝑛+𝑚
(𝜂2 −1)𝑛, (5.28)

and satisfy the orthogonality condition

∫ 1

−1
𝑃̄𝑚𝑛 (𝜂) 𝑃̄𝑚𝑛′ (𝜂) d𝜂 = 𝛿𝑛𝑛′ . (5.29)

Similarly, the surface charge distribution is represented as

𝑞(𝜃, 𝜙) =
𝑁−1∑︁
𝑛=0

𝑛∑︁
𝑚=0

𝑃̄𝑚𝑛 (cos𝜃)
(
𝑎̃𝑛𝑚 cos𝑚𝜙 + 𝑏̃𝑛𝑚 sin𝑚𝜙

)
. (5.30)

The rectangular domain S2 is discretized based on the roots of the Legendre polynomial 𝑃𝑁 (cos𝜃)

along 𝜃, and uniformly along 𝜙. Forward and backward transformations are performed using
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the SPHEREPACK library [1, 172]. Partial derivatives of a given distribution can be computed

using recurrence relations for the derivatives of the associated Legendre polynomials [1, 132].

Besides the spectral accuracy, the spherical harmonic representation allows for nondissipative

dealiasing, which improves the numerical stability of the simulations [207].

A local coordinate system is constructed at every point 𝑥𝑥𝑥(𝜃, 𝜙) on the surface of the drop,

using two tangent vectors 𝑎𝑎𝑎1,2 and the unit normal 𝑎𝑎𝑎3:

𝑎𝑎𝑎1 = 𝜕𝜃𝑥𝑥𝑥, 𝑎𝑎𝑎2 = 𝜕𝜙𝑥𝑥𝑥, 𝑎𝑎𝑎3 = 𝑛𝑛𝑛 =
𝑎𝑎𝑎1 × 𝑎𝑎𝑎2
|𝑎𝑎𝑎1 × 𝑎𝑎𝑎2 |

. (5.31)

Consequently, the first and second fundamental forms of the drop surface have the following

components:

𝐿𝑖 𝑗 = 𝑎𝑎𝑎𝑖 · 𝑎𝑎𝑎 𝑗 , and 𝐵𝑖 𝑗 = 𝑎𝑎𝑎𝑖, 𝑗 · 𝑛𝑛𝑛, (𝑖, 𝑗 = 1,2), (5.32)

which will be used in the subsequent derivations. Given a scalar function 𝑓 (𝜃, 𝜙) on the surface

𝐷 defined by the parameterization introduced in (5.27), the surface gradient ∇𝑠 𝑓 is

∇𝑠 𝑓 =

(
𝐿22 𝑎𝑎𝑎1 − 𝐿12 𝑎𝑎𝑎2

𝑊2

)
𝜕𝜃 𝑓 +

(
𝐿11 𝑎𝑎𝑎2 − 𝐿12 𝑎𝑎𝑎1

𝑊2

)
𝜕𝜙 𝑓 , (5.33)

where 𝑊 = (det𝐿𝐿𝐿)1/2 is the area element. Similarly, the surface divergence of a vector field

𝑣𝑣𝑣(𝜃, 𝜙) can be expressed as

∇𝑠 · 𝑣𝑣𝑣 =

(
𝐿22 𝑎𝑎𝑎1 − 𝐿12 𝑎𝑎𝑎2

𝑊2

)
· 𝜕𝜃𝑣𝑣𝑣 +

(
𝐿11 𝑎𝑎𝑎2 − 𝐿12 𝑎𝑎𝑎1

𝑊2

)
· 𝜕𝜙𝑣𝑣𝑣. (5.34)

In this study, we consider a drop of an incompressible fluid. In the absence of Marangoni effects,

the capillary stress is a function of the mean curvature 𝐻:

𝐻 =
1
2

Tr(𝐿𝐿𝐿−1𝐵𝐵𝐵) = 1
2

(
𝐿22 𝐵11 −2𝐿12 𝐵12 + 𝐿11 𝐵22

𝑊2

)
. (5.35)
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5.3.2 Aliasing errors

Samples of different functions may become indistinguishable on a discrete grid by

so-called aliasing [28]. This means, for instance, that a high-frequency spherical harmonic basis

function may be aliased to lower frequencies and cause numerical instability in the simulations.

Nonlinear operations and differentiation broaden the deformation and charge distribution spectra

on a drop. As a result, the energy is moved to frequencies not resolved by the grid resolution

and may alias to the resolved frequencies [28]. Therefore, it is physically consistent with the

discretization level to remove the corresponding energy from the solution.

Nonlinear operations that are susceptible to aliasing in our simulations include the

calculation of mean curvature, electrical stress, convective charge flux, and quadrature. We

use a mesh with finer resolution 𝑀 > 𝑁 in the simulations to prevent aliasing errors and filter

the solution following any nonlinear manipulation [207]. Our numerical experiments show

that 𝑀/𝑁 = 2 is sufficient for lower-order and polynomial nonlinearities. For higher-order and

non-polynomial nonlinear manipulations such as those incurred in calculating mean curvature

and charge convection, we use an adaptive algorithm that follows [132]. Given a function 𝑓𝑓𝑓 𝑀

sampled over an 𝑀-grid (2𝑀2 points in physical space and 𝑀2 spherical harmonic modes), one

can interpolate the distribution on a finer 𝑃-grid (𝑃/𝑀 = 𝑢 𝑓 > 1) by upsampling:

𝑠𝑠𝑠𝑃 = {𝑎𝑎𝑎𝑛𝑚, 𝑏𝑏𝑏𝑛𝑚}𝑃 =


{𝑎𝑎𝑎𝑛𝑚, 𝑏𝑏𝑏𝑛𝑚}𝑀 , for 𝑛 ≤ 𝑀 and 0 ≤ 𝑚 ≤ 𝑛,

0, for 𝑛 > 𝑀.

The upsampling factor 𝑢 𝑓 can be determined based on the desired tolerance. Fig. 5.2 shows how

the error in the mean curvature decays as a function of the finer grid resolution 𝑃 for oblate and

prolate spheroids representing typical drop shapes subject to an electric field.
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Figure 5.2. Error in the mean curvature as a function of the number of modes used in the
upsampled 𝑃−space. Two ellipsoids with 𝑙/𝑏 = 5 (prolate) and 𝑙/𝑏 = 0.2 (oblate) are investigated,
representing the typical shapes of a drop due to EHD flows with large deformations. 𝑯∗ is the
mean curvature computed on the finest upsampled grid and is chosen as a surrogate for the exact
curvature values.

5.3.3 Numerical integration

This section summarizes the numerical integration scheme used in this study, which

follows that used by [207]. The boundary integrals in (5.20), (5.22), and (5.25) can be written in

the general form

𝐼 (𝑥𝑥𝑥0) =
∫
𝐷

𝐾 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) 𝑓 (𝑥𝑥𝑥) d𝑠(𝑥𝑥𝑥) =
∫
S2
𝐾 (𝑥𝑥𝑥(𝜃, 𝜙), 𝑥𝑥𝑥0) 𝑓 (𝑥𝑥𝑥(𝜃, 𝜙)) 𝐽 (𝑥𝑥𝑥(𝜃, 𝜙)) sin𝜃 d𝜃 d𝜙, (5.36)

where 𝑓 (𝜃, 𝜙) is a smooth scalar function over surface 𝐷, and 𝐾 is the kernel containing the

Green’s function for Stokes or Laplace’s equations.

The approximate spacing of a mesh with 𝑁 ×2𝑁 points is ℎ =
√︁
𝐴/2𝑁2, where 𝐴 is the

drop surface area. Due to the singular behavior of 𝐾 as 𝑥𝑥𝑥0 → 𝑥𝑥𝑥, the drop surface 𝐷 is divided

into two regions where the integral 𝐼 has different behaviors. Following the method of floating

partition of unity [21, 200, 207], a local polar patch is considered centered around 𝑥𝑥𝑥0. For any

point 𝑥𝑥𝑥 on 𝐷, 𝜌(𝑥𝑥𝑥, 𝑥𝑥𝑥0) is defined as the distance along the great circle that connects 𝑥𝑥𝑥 to 𝑥𝑥𝑥0 on S2.
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In the next step, a mask function is defined based on this coordinate as

𝜂(𝜌) =


exp

(
2𝑒−1/𝑡

𝑡 −1

)
, for 𝑡 = 𝜌/𝜌1 < 1,

0 for 𝜌 ≥ 𝜌1,

where 𝜌1 is the cutoff radius. This representation allows for accurate calculation of the integral

(5.36) as 𝜂 is a smooth function.

Next, the surface integral (5.36) is split into two parts:

𝐼 = 𝐼1 + 𝐼2 =
∫
𝐷

𝐾 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) 𝜂(𝜌(𝑥𝑥𝑥, 𝑥𝑥𝑥0)) 𝑓 (𝑥𝑥𝑥) d𝑠(𝑥𝑥𝑥) +
∫
𝐷

𝐾 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) [1−𝜂(𝜌(𝑥𝑥𝑥, 𝑥𝑥𝑥0))] 𝑓 (𝑥𝑥𝑥) d𝑠(𝑥𝑥𝑥).

(5.37)

The integrand of 𝐼1 has support only inside the patch.

Using a transformation to the local polar coordinate system (𝜌, 𝜑), we write:

𝐼1 =

∫ 2𝜋

0

∫ 𝜌1

𝐷

𝐾 (𝑥𝑥𝑥, 𝑥𝑥𝑥0) 𝜂(𝜌) 𝑓 (𝜌, 𝜑) sin 𝜌d𝜌d𝜑, (5.38)

where the integrand is finite and periodic in 𝜑. The integral (5.38) is computed using Gauss

quadrature along 𝜌 from 0 to 𝜌1, with a uniform mesh in 𝜑 from 0 to 2𝜋. We set the patch radius

on the reference sphere to 𝜌1 = 𝜋/
√
𝑁 , which means the patch radius is 𝑂 (ℎ1/2) in S3. Inside the

patch,
√
𝑁 points are considered along 𝜌, and 2

√
𝑁 points along 𝜑. We note that the quadrature

points inside the patch do not coincide with the surface mesh points. Therefore, bi-cubic spline

interpolation is used to evaluate the coordinates and other functions at quadrature points of

𝐼1. The error of singular integration with the mentioned choice of patch size is 𝑂 (ℎ3) [200].

Higher-order accuracy can be achieved using a larger patch size at the expense of computational

cost.

The second part of integral (5.37) is 𝐼2, which has a smooth integrand. Therefore, it is
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computed accurately as:

𝐼2 ≈
𝑁∑︁
𝑖=1

2𝑁∑︁
𝑗=1
𝐾 (𝑥𝑥𝑥𝑖 𝑗 , 𝑥𝑥𝑥0) 𝜂(𝜌(𝑥𝑥𝑥𝑖 𝑗 , 𝑥𝑥𝑥0)) 𝑓𝑖 𝑗 𝐽𝑖 𝑗 w𝑖 𝑗 , (5.39)

where 𝑥𝑥𝑥𝑖 𝑗 = 𝑥𝑥𝑥(𝜃𝑖, 𝜙 𝑗 ) are the quadrature points, 𝑤𝑖 𝑗 are the corresponding weights and 𝐽𝑖 𝑗 is the

Jacobian of the transformation from S2 to R3. The quadrature (5.39) converges exponentially with

the mesh size ℎ, using quadrature points with Gaussian and uniform distributions along the 𝜃 and 𝜙

directions, respectively. Further details on the numerical integration scheme can be found in [207].

5.3.4 Incompressibility and charge neutrality

We expect no change in the drop volume, as both fluid phases are incompressible.

However, small changes in the volume occur due to numerical errors, which we correct by

adjusting the shape of the drop along the normal direction [207]. In the reported simulations,

the magnitude of these adjustments is smaller than 10−8𝑟0 at every time step, where 𝑟0 is the

initial drop radius. Similarly, the net charge (less than 10−17𝜀𝐸0) is subtracted from the surface

charge distribution at every time step to ensure charge neutrality throughout the simulations. The

mentioned corrections are especially important for long simulation times.

5.3.5 Reparametrization

The fluid-fluid interface of the drop evolves and deforms. During this process, there is no

physical mechanism to inhibit in-plane distortions of the grid (i.e., depletion, aggregation, and

skewness) since there is no bending rigidity, in-plane shear resistance, or surface inextensibility.

High-frequency components of the spherical harmonic expansions thus grow, exacerbating

aliasing errors and resulting in numerical instability. In addition to correcting aliasing errors, as

explained in Sec. 5.3.2, one must develop a reparameterization strategy that ensures stable and
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accurate simulations over long simulation times. Here, we use an algorithm that minimizes the

high-frequency components in the spherical harmonic expansion of the surface parametrization.

This method was introduced by Veerapenani et al. [192, 132] and improved by [164].

Consider an implicit representation of the interface as a smooth function 𝐹 : R3 ↦→ R such

that 𝐹 (𝑥𝑥𝑥) = 0 for all 𝑥𝑥𝑥 ∈ 𝐷 where 𝐷 is the drop surface. The unit normal vector can be expressed

as 𝑛𝑛𝑛 = ∇𝐹/|∇𝐹 | at every point on the surface. We define a quality metric 𝐸 : X ↦→ R where X is

the space of smooth functions defined over 𝐷. Now, we can view the reparameterization problem

as a minimization of 𝐸 (𝑥𝑥𝑥) subject to the constraint 𝐹 (𝑥𝑥𝑥) = 0 as

min
𝑥𝑥𝑥∈𝐷

{𝐸 (𝑥𝑥𝑥)} subject to 𝐹 (𝑥𝑥𝑥) = 0. (5.40)

It can be shown that the solution to the problem above is

(𝐼𝐼𝐼 −𝑛𝑛𝑛(𝑥𝑥𝑥)𝑛𝑛𝑛(𝑥𝑥𝑥)) · ∇𝐸 (𝑥𝑥𝑥) = 000, and 𝐹 (𝑥𝑥𝑥) = 0. (5.41)

The choice of quality metric 𝐸 (𝑥𝑥𝑥) is not unique and could vary depending on the reparametrization

strategy. [192] proposed an equivalent of the following quality metric:

𝐸 (𝑥𝑥𝑥) =
𝑁−1∑︁
𝑛=0

𝑛∑︁
𝑚=0

𝛼𝑛𝑚

(
|𝑎𝑎𝑎𝑛𝑚 |22 + |𝑏𝑏𝑏𝑛𝑚 |

2
2

)
, (5.42)

where |𝑦𝑦𝑦 |2 is the 𝐿2 norm of vector 𝑦𝑦𝑦, and 𝛼𝑛𝑚 is the weight for (𝑛,𝑚)-th spherical harmonic.

𝐸 , as defined in (5.42), can be viewed as the spectral energy of the parametrization. We aim

to minimize the high-frequency part of 𝑥𝑥𝑥. Therefore, the weights 𝛼𝑛𝑚 must be small for low

frequencies and larger for high frequencies. Here, we use the following perfect low-pass filter

𝛼𝑛𝑚 =


1, for 𝑛 > 𝑁cutoff,

0, for 𝑛 ≤ 𝑁cutoff.
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that was used [192, 164] to simulate vesicles and surfactant-laden drops and improved long-time

simulations. 𝑁cutoff is the cutoff frequency and is chosen adaptively based on the energy spectrum

as

𝑁cutoff = min{𝑘 ∈ N, 1 ≤ 𝑘 ≤ 𝑁 −1 | 𝐸𝑘/𝐸1 ≤ 𝑃cutoff}, (5.43)

where 𝐸𝑘 =
∑𝑁−1
𝑛=𝑘

∑𝑛
𝑚=0𝛼𝑛𝑚 ( |𝑎𝑎𝑎𝑛𝑚 |22 + |𝑏𝑏𝑏𝑛𝑚 |22) and 𝑃cutoff determines the fraction of modes we

penalize (𝑃cutoff = 0.2 in our simulations) [164].

We solve (5.41) by marching in pseudo-time 𝜏 along the tangential direction at every

point:

𝜕𝜏𝑥𝑥𝑥 + (𝐼𝐼𝐼 −𝑛𝑛𝑛(𝑥𝑥𝑥)𝑛𝑛𝑛(𝑥𝑥𝑥)) · ∇𝐸 (𝑥𝑥𝑥) = 000, with 𝑥𝑥𝑥(𝜏 = 0) = 𝑥𝑥𝑥0. (5.44)

However, following (5.44) the volume is not necessarily conserved. In addition, the charge

distribution is distorted and hence not spectrally accurate. We use the method of [164] to address

these challenges. We project the linear pseudo-velocity 𝜕𝜏𝑥𝑥𝑥 along the latitudinal and longitudinal

directions to obtain the angular pseudo-velocity (𝜕𝜏𝜃, 𝜕𝜏𝜙). This strategy comprises updates of

the angular coordinates (𝜃, 𝜙) for every point and uses the original spherical harmonic expansions

for the shape and charge distribution to interpolate the updated distributions. Using the chain

rule,

𝜕𝜏𝑥𝑥𝑥 =
𝜕𝑥𝑥𝑥

𝜕𝜃

𝜕𝜃

𝜕𝜏
+ 𝜕𝑥

𝑥𝑥

𝜕𝜙

𝜕𝜙

𝜕𝜏
= 𝑎𝑎𝑎1 𝜕𝜏𝜃 + 𝑎𝑎𝑎2 𝜕𝜏𝜙. (5.45)

Next, we project 𝜕𝜏𝑥𝑥𝑥 along the tangential directions by taking inner products with 𝑎𝑎𝑎1 and 𝑎𝑎𝑎2:

𝜕𝜏𝑥𝑥𝑥 · 𝑎𝑎𝑎1 = |𝑎𝑎𝑎1 |2 𝜕𝜏𝜃 + 𝑎𝑎𝑎1 · 𝑎𝑎𝑎2 𝜕𝜏𝜙, (5.46)

𝜕𝜏𝑥𝑥𝑥 · 𝑎𝑎𝑎2 = 𝑎𝑎𝑎1 · 𝑎𝑎𝑎2 𝜕𝜏𝜃 + |𝑎𝑎𝑎2 |2 𝜕𝜏𝜙. (5.47)

The solution to (5.46) and (5.47) is

𝜕𝜏𝜃𝜃𝜃 = 𝐿𝐿𝐿
−1𝑤𝑤𝑤, (5.48)

where 𝜕𝜏𝜃𝜃𝜃 = {𝜕𝜏𝜃, 𝜕𝜏𝜙}𝑇 and 𝑤𝑤𝑤 = {𝜕𝜏𝑥𝑥𝑥 · 𝑎𝑎𝑎1, 𝜕𝜏𝑥𝑥𝑥 · 𝑎𝑎𝑎2}𝑇 , and 𝐿𝐿𝐿 is the surface metric defined
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in (5.32). We update the angular coordinates of every grid point by marching explicitly in

pseudo-time to obtain new angles (𝜃∗, 𝜙∗). Using the new angular coordinates, we interpolate

the position and surface charge at every point based on the spherical harmonic expansions of the

grid before reparametrization (at 𝜏 = 0):

𝑥𝑥𝑥∗(𝜃∗, 𝜙∗) =
𝑁−1∑︁
𝑛=0

𝑛∑︁
𝑚=0

𝑃̄𝑚𝑛 (cos𝜃∗)
(
𝑎𝑎𝑎0
𝑛𝑚 cos𝑚𝜙∗ + 𝑏𝑏𝑏0

𝑛𝑚 sin𝑚𝜙∗
)
, (5.49)

𝑞∗(𝜃∗, 𝜙∗) =
𝑁−1∑︁
𝑛=0

𝑛∑︁
𝑚=0

𝑃̄𝑚𝑛 (cos𝜃∗)
(
𝑎̃0
𝑛𝑚 cos𝑚𝜙∗ + 𝑏̃0

𝑛𝑚 sin𝑚𝜙∗
)
. (5.50)

Finally, a forward (FSHT) and backward (BSHT) spherical harmonic transformation of 𝑥𝑥𝑥∗ and

𝑞∗ yields distributions on a standard grid that is spaced uniformly along 𝜙 and Gaussian along 𝜃:

𝑥𝑥𝑥∗
FSHT−−−−→ {𝑎𝑎𝑎𝑛𝑚, 𝑏𝑏𝑏𝑛𝑚}

BSHT−−−−→ 𝑥𝑥𝑥, (5.51)

𝑞∗
FSHT−−−−→ {𝑎̃𝑛𝑚, 𝑏̃𝑛𝑚}

BSHT−−−−→ 𝑞. (5.52)

Figure 5.3 shows the effect of reparametrization when a drop of system S5 (see Table 5.1 for ma-

terial properties) undergoes large prolate deformations when subject to (CaE, Ma) = (0.35, 5.75).

In the absence of reparametrization, the grid quality decreases, especially near the drop poles

where the grid points are depleted. This results in an inaccurate prediction of the overall behavior

of this system, especially considering the fact that the charge concentration is maximum around

the poles. We note that this system was previously studied by Lac and Homsy [90] using an

axisymmetric model and a simplified charge conservation equation that only accounted for Ohmic

conduction. We observe that including interfacial charge convection amplifies the deformation

and has a quantitative effect on the behavior of the system, consistent with previous studies on

the dynamics of prolate drops [49, 92].
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Figure 5.3. (a) Large deformations and strong flow degrade the grid when a drop of system S5 is
subject to (CaE, Ma) = (0.35, 5.75) without reparametrization. (b) Using reparametrization for
the same system maintains the quality of the grid towards the steady state (𝑃cutoff = 0.2, 𝜏 = 1.0).
Both simulations are performed with 𝑁 = 18 and 𝑀 = 2𝑁 . The steady charge profiles and shapes
are compared between the two cases in (c) and (d), respectively. Inset of (d) shows the evolution
of deformation parameter D.

5.3.6 Convergence analysis and time step restriction

We study the overall convergence of our numerical method in Fig. 5.4(a) for model system

S2, which reaches a steady state. For the purpose of estimating errors, we take the numerical

solution on the finest grid, 𝑁∗ = 32, as a surrogate for the exact solution. We plot in Fig. 5.4(a) the

relative 𝐿2 errors in the steady-state charge density distribution, surface velocity field, and drop

shape. Convergence of these fields is observed with a rate ∼ 𝑂 (𝑁−𝛼) where 4.11 ≤ 𝛼 ≤ 5.44.

The relative error plotted in Fig. 5.4(a) is defined as:

𝑒𝑔𝑔𝑔 =

√︃∫
𝐷
|𝑔𝑔𝑔−𝑔𝑔𝑔∗ |2 d𝑠√︃∫
𝐷
|𝑔𝑔𝑔∗ |2 d𝑠

, where 𝑔𝑔𝑔 ∈ {𝑞, 𝑣𝑣𝑣, 𝑥𝑥𝑥}. (5.53)

An efficient time marching scheme needs to strike a balance between computational

costs and mitigating numerical errors in the charge density distribution and drop shape. The

most computationally expensive part of our numerical method is the solution of the Stokes and
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Figure 5.4. (a) Numerical convergence for drop shape, charge density distribution, and the
velocity field. The numerical solution with 𝑁∗ = 32 is considered as the reference. The plot
shows the relative error for each field, defined in Eq. (5.53), as a function of grid resolution
𝑁 . (b) Critically stable time step size Δ𝑡𝑐 as a function of 𝑁 . The dashed line represents a
first-order variation 𝑂 (𝑁−1). A drop of system S2 is considered in both cases, with 𝑀 = 2𝑁 and
(CaE, Ma) = (0.2, 2.44).

Laplace’s integral equations, which we limit to twice per time step. Our numerical experiments

show that an explicit second-order Runge-Kutta scheme performs sufficiently well in most cases,

and all simulations shown in the paper were performed using that scheme.

Figure 5.4(b) shows the critical time step size for numerical stability, Δ𝑡𝑐, as a function

of resolution 𝑁 for the same model system S2. We determine Δ𝑡𝑐 using the bisection method

by starting from a large time step value. A time horizon of 𝑇 = 40 (in units of 𝜏MW) is chosen

such that the system reaches steady state. If the simulation is found to be numerically unstable,

we divide the time step size in half and repeat the process until we reach the maximum time

step size required for stability, Δ𝑡𝑐. As shown in Fig. 5.4(b), our method shows first-order

behavior with Δ𝑡𝑐 ∼ 𝑂 (𝑁−1). Numerical tests further show that increasing the electric cap-

illary number up to moderate values CaE ≤ 0.5 only reduces Δ𝑡𝑐 by a small amount (less than 3%).
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Table 5.1. Systems studied using simulations and their dimensional and non-dimensional
parameters. We use 𝜇+ = 0.69Pas, 𝛾 = 4.5mNm−1, 𝜎0 = 10−11Sm−1, and 𝜖0 = 8.8542 ×
10−12 Fm−1 denotes the permittivity of vacuum.

system Q R 𝜆 CaE Ma 𝜎+/𝜎0 𝜖+/𝜖0 𝑟0 (mm)
S1 0.57 36.59 1.41 0.05−0.75 0.21−3.25 4.5 5.3 0.7
S2 0.57 36.59 1.41 0.05−0.75 0.65−9.75 4.5 5.3 2.1
S3 0.57 36.59 14.12 0.01−1.44 0.28−5.0 4.5 5.3 0.25 : 0.5 : 1.75
S4 0.60 10.56 0.07 0.15−1.0 0.43−2.86 3.8 4.7 1.9
S5 1.37 0.1 1.0 0.35 5.75 4.5 5.3 1.37

5.4 Numerical results

In this section, we compare the results of our numerical method with existing theoretical

solutions and previous computational and experimental studies on electrohydrodynamic flows in

drops. In all simulations, the drop is initially uncharged (𝑞 = 0) and spherical. Table 5.1 lists

all physical systems considered in this study, including their dimensional and non-dimensional

parameters.

5.4.1 Axisymmetric regime

Under weak electric fields (CaE ≪ 1), the drop adopts a steady axisymmetric shape and

charge distribution, as shown in Fig. 5.5. Following the pioneering work of Taylor [176], various

analytical models have been proposed to improve the predictions of the steady shape of a drop

subject to weak electric fields and small deformations [133, 40]. We characterize the deviation

from the spherical shape using Taylor’s deformation parameter D defined as

D =
𝑙 − 𝑏
𝑙 + 𝑏 , (5.54)

where 𝑙 and 𝑏 are the lengths of the major axes of the drop in the directions parallel and

perpendicular to the applied electric field (see Fig. 5.1). Figure 5.6 shows the steady-state

deformation D from our simulations compared to the predictions of different small-deformation
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Figure 5.5. Axisymmetric regime: evolution of a drop of system S2 subject to a uniform electric
field with CaE = 0.2 (𝑁 = 8, 𝑀 = 3𝑁). Colors show the interfacial charge density 𝑞, while
arrows show the interfacial fluid velocity. Also see the corresponding video in the Supplemental
Material.

theories (SDT), prior numerical simulations, as well as experimental data. As shown in Fig. 5.6,

our simulation results closely match the experimental data and past predictions. In agreement

with past studies [92, 40, 39], interfacial charge convection by the fluid flow plays a significant

role in the dynamics and tends to weaken drop deformations.

5.4.2 Quincke regime

Upon increasing the intensity of the electric field, the drop can undergo a symmetry-

breaking bifurcation to a dynamical regime characterized by a rotational component to the EHD

flow, as shown in Fig. 5.7 [74, 142, 141]. When RQ > 1, the induced flow is from the poles to the

equator, and the induced electric dipole is anti-parallel to the applied electric field. This condition

is unfavorable for stability as perturbations to the system result in a destabilizing electric torque

that can drive spontaneous rotation beyond a critical electric field strength 𝐸c. Quincke first

observed a similar phenomenon in solid spheres subject to uniform electric fields [131]. In solid

spheres, the threshold for Quincke electrorotation is given by [82]

𝐸c =

√︄
2𝜇+

3𝜖+ 𝜏MW (𝜖 − 𝜎̄) , where 𝜎̄ =
𝜎−−𝜎+

𝜎− +2𝜎+ , 𝜖 =
𝜖−− 𝜖+
𝜖− +2𝜖+

. (5.55)
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Figure 5.6. Steady drop deformation as a function of electric capillary number CaE for systems
S1 in (a) and S2 in (b). Results from our spectral boundary integral method (SBIM) are compared
with the experimental data (EXP) of [141], along with axisymmetric and three-dimensional
boundary integral simulations (BIM) by Das and Saintillan [39, 40] and various small-deformation
theories (SDT) [176, 2, 40]. We use 𝑁 = 8 and 𝑀 = 3𝑁 in the simulations shown here.

Figure 5.7 shows the velocity field and charge distribution in a leaky dielectric drop

during Quincke electrorotation. Following the onset of instability, the drop tilts away from its

initial orientation. The tilt angle 𝛼 and deformation oscillate until they reach their steady-state

values. Figure 5.8 shows the steady-state tilt angle and deformation as a function of the applied

electric field 𝐸∞/𝐸c for a drop of the system S3. For a given set of material properties, different

values of CaMW correspond to different drop sizes, and the effect of capillary forces is stronger

for smaller drops (small CaMW). Therefore, we expect the drop tilt angle 𝛼 to approach that of a

solid sphere 𝛽 [82, 141]:

𝛽 =
𝜋

2
− arctan

(
𝐸2
∞
𝐸2

c
−1

)− 1
2

, for 𝐸∞ ≥ 𝐸c, (5.56)

for sufficiently large 𝜆 and small CaMW. This is verified in Fig. 5.8(a), where the green curve for

CaMW = 0.44 closely follows the black line corresponding to 𝛽.
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Figure 5.7. Quincke regime: spontaneous rotation and tilt of a drop of system S3 subject to an
applied electric field with 𝐸∞/𝐸c = 1 and CaMW = 1.32 (𝑁 = 10, 𝑀 = 3𝑁). The tilt angle 𝛼 is
measured from the initial orientation of the drop as depicted. See the Supplemental Material for
the corresponding video showing the evolution of the drop in the Quincke regime.

5.4.3 Low-viscosity drops

When a leaky dielectric drop with RQ < 1 is subject to a uniform electric field, it

compresses along the field direction. The induced quadrupolar flow is from the poles to the

equator at the interface. Under weak electric fields, the characteristic interfacial velocity is:

𝑢T =
9

10
R(RQ−1)

(2R+1)2 (1+𝜆)
𝑟0𝜏

−1
EHD (5.57)

based on Taylor’s classic solution [176]. According to Eq. (5.57), we expect the EHD flow to

be stronger in low-viscosity drops (𝜆 < 1) as 𝑢T ∝ (1+𝜆)−1. As we increase the intensity of the

applied electric field, low-viscosity drops may undergo different types of EHD instabilities, such

as dimpling, equatorial streaming, or Quincke rotation, depending on their material properties

[20]. In other experiments, colloidal particles adsorbed on a drop interface were observed to

accumulate at the equator and form a belt, which broke into vortices of particles [45, 117]. In this

section, we study the dynamics of an oblate drop with a small viscosity ratio 𝜆 < 0.1, represented

by S4, which is similar to the systems studied in [117].

Our results show that charge convection significantly affects the system’s dynamics in

this regime. As a result of the nonlinear coupling between the flow and charge dynamics, strong
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Figure 5.8. Steady tilt angle 𝛼 (a), and deformation D (b) as functions of the applied electric
field 𝐸∞/𝐸c for different values of CaMW (different 𝑟0) for system S3. The solid black line in
(a) shows the tilt angle 𝛽 of a rigid sphere. Filled markers in (b) show cases where Quincke
electrorotation occurs. We used 𝑁 = 10 and 𝑀 = 3𝑁 in all simulations.

charge gradients build up around the equator, as shown in Fig. 5.9. The nonlinear steepening

disappears when we switch off the convective term in the charge conservation equation (5.5).

Therefore, we can conclude that the charge convection is responsible for the nonlinear behavior

mentioned. This can be verified in Fig. 5.9(c) by comparing the charge profiles for simulations

with and without convection. The convergent EHD flow sweeps charges of opposite signs towards

the equator, which is the stagnation line of the flow where the electric field is locally tangent

to the interface. It has been shown that in systems where an interface is subject to a tangential

electric field and a converging flow, strong charge gradients develop around the stagnation line

due to the effect of charge convection [57].

The emergence of sharp local features in the charge profile poses a fundamental challenge

for our numerical method, as spectral methods are most efficient for smooth field variables. It is

known that large gradients or discontinuities in a function result in Gibbs phenomenon or ringing

artifacts in its spherical harmonic representation [65]. Following the emergence of ringing

artifacts, spurious oscillations cannot be contained locally as spherical harmonics are global

basis functions. This phenomenon occurs due to the inability of the finite spherical harmonic

expansions to properly represent the infinite (or very large) derivatives in the sharp regions of a
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Figure 5.9. Charge dynamics in a low-viscosity drop of S4 with (CaE, Ma) = (0.3, 1.43):
steady-state velocity and charge density fields in the presence of charge convection (a), and
with no convection (b), and the corresponding charge profiles along the direction of the applied
electric field (c). We used 𝑁 = 8, 𝑀 = 3𝑁 in both simulations.

discontinuous (or nearly discontinuous) function.

For relatively small electric capillary numbers CaE < 0.2, we can suppress ringing artifacts

by using a finer mesh corresponding to a larger number of spherical harmonics modes, a more

restricted time step size, and, therefore, a higher computational cost. However, due to the stronger

effect of charge convection at larger values of CaE, refining the resolution is insufficient to remove

the ringing artifacts when CaE is increased.

To resolve this problem, we propose a weighted spherical harmonic expansion (WSH)

for the charge density distribution, where the contribution from high-frequency components

is exponentially relaxed [32]. For a given charge density distribution 𝑞(𝜃, 𝜙), the spherical

harmonic expansion (5.30) gives coefficients 𝑠 = {𝑎̃𝑛𝑚, 𝑏̃𝑛𝑚} where 𝑛 = 0, 1, 2, . . . , 𝑁 − 1 and

𝑚 ≤ 𝑛. Accordingly, we define WSH: 𝑞 ↦→ 𝑞WSH as:

𝑞WSH(𝜃, 𝜙) =
𝑁−1∑︁
𝑛=0

𝑛∑︁
𝑚=0

𝑒−𝑛(𝑛+1)𝛿 (𝑎̃𝑛𝑚 cos𝑚𝜙 + 𝑏̃𝑛𝑚 sin𝑚𝜙
)
𝑃̄𝑚𝑛 (cos𝜃), (5.58)

where 𝛿 is the relaxation factor. Based on (5.58), we note that WSH does not affect the

mean, and 𝑞WSH converges to 𝑞 in the limit of 𝛿→ 0. In Fig. 5.10(a), we demonstrate that

increasing the mesh resolution at a fixed value of 𝛿 eliminates the ringing artifacts. In addition,
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Figure 5.10. WSH convergence study on a drop of S4 with (CaE, Ma) = (1.0, 0.43): (a) Error
in the steady-state charge density distribution as a function of mesh resolution 𝑁 for a fixed value
of 𝛿 = 10−3 (𝑁∗ = 42). Open markers correspond to cases with ringing artifacts. (b) Error in the
steady-state charge density distribution as a function of relaxation factor 𝛿 (𝑁∗ = 80, 𝛿/𝛿0 = 0.75
and 𝛿0 = 10−4 for 𝑞∗WSH). (c) Interfacial charge profiles corresponding to (b). See the simulation
video for 𝑁∗ = 80, 𝛿/𝛿0 = 0.75 and 𝛿0 = 10−4 in the Supplemental Material.

Fig. 5.10(b) shows that the steady-state charge profile at a fixed resolution converges as the

relaxation factor 𝛿 decreases. We combine both approaches and increase 𝑁 while decreasing

𝛿 to refine the numerical solution while avoiding the emergence of ringing artifacts. The

numerical solution with the finest resolution, 𝑁∗ = max(𝑁), is then chosen as a surrogate to

the exact solution in Fig. 5.10(a,b). To compare the charge profiles computed on different

mesh resolutions, we upsample them to a fine grid with 𝑁𝑢 > 𝑁∗. Convergence of the charge

profile is illustrated in Fig. 5.10(c), where the coupling of the flow and charge dynamics is

found to result in the formation of strong gradients in the charge density profile near the equa-

tor, consistent with previous studies [40]. We note that our simulations for system S4 under

electric capillary numbers of up to CaE ∼𝑂 (1) reach a steady axisymmetric profile and do not

exhibit any electrohydrodynamic instability, suggesting that the equatorial vortices observed by

[117] could be a consequence of the colloidal particles present at the interface in their experiments.
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5.5 Conclusions

We developed a spectral boundary integral method for simulating electrohydrodynamic

flows in leaky dielectric viscous drops. The drop surface, charge density, and all other variables are

represented using truncated series of spherical harmonic expansions. In addition to the excellent

accuracy of the spectral representation, it enables us to develop a nondissipative dealiasing method

required for numerical stability. The charge transport is modeled using a conservation equation

for Ohmic conduction from the bulk and surface charge convection by the flow and finite charge

relaxation. We employ a reparametrization technique which allows us to explore regimes where

drops undergo significant deformations. Our results closely match the existing experimental data

and analytical predictions in the axisymmetric Taylor and Quincke electrorotation regimes. The

code used in this article is publicly available at https://github.com/mfirouzn/EHD Drop 3D [55].

Moreover, our simulations confirmed that the dynamics of low-viscosity drops are strongly

influenced by interfacial charge convection. In this regime, the interplay between the flow and

charge dynamics results in steep gradients in the interfacial charge density. The development

of these sharp features in the charge density profile results in the formation of ringing artifacts

due to the Gibbs phenomenon. Increasing the mesh resolution would eliminate the Gibbs

phenomenon under relatively small electric capillary numbers CaE < 0.2. However, the effect of

nonlinear steepening by the flow is sufficiently strong at larger CaE that increasing the resolution

does not prevent ringing. To solve this problem, we introduced a weighted spherical harmonic

transformation that serves as a relaxation method to exponentially damp high-wave-number

coefficients. The convergence of our numerical solution with decreasing level of relaxation shows

that it provides a close approximation to the true solution in this regime. Further characterizing

the system’s dynamics in this regime will require more sophisticated numerical methods for

solutions containing discontinuities.
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Chapter 6

Viscous drops with interfacial nematic
activity

Biological surfaces are usually driven by chemical reactions at microscopic scales. In

addition, they often possess an in-plane order (such as nematic or polar) that allows for large-scale

hydrodynamic interactions and self-organized behavior. The interplay between the mechanics of

the surface, activity due to chemical reactions, hydrodynamic interactions of the in-plane order,

and the fluid flow leads to complex dynamics which is essential in various biological processes

such as cell division and tissue morphogenesis. We consider a viscous drop suspended in another

immiscible fluid with a surface nematic activity that drives the system out of equilibrium. This

system serves as a simplified model for understanding complex active living systems, such as cells.

Using a spectral boundary integral solver for Stokes flow coupled with a hydrodynamic evolution

equation for the nematic tensor, we reveal the intricate interplay between flow, nematic order, and

interface mechanics, leading to self-organized behaviors and symmetry-breaking phenomena,

consistent with experimental observations. Diverse dynamical behaviors are observed, from

periodic braiding motion of topological defects to chaotic creation and annihilation of defects

under high activity levels. Our study provides valuable insights into emergent dynamics in

biological and biomimetic systems with active fluid surfaces.
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6.1 Introduction

Living materials are characterized by their ability to continuously transform chemical

energy into mechanical work at the single particle level. When confined to deformable surfaces,

these active materials demonstrate a myriad of dynamic behaviors. Biological surfaces often

exhibit intrinsic degrees of freedom that correspond to in-plane order (such as nematic or

polar), which facilitate long-range hydrodynamic interactions, resulting in the emergence of

self-organized spatiotemporal patterns. This is a fundamental aspect of various biological

systems, including the cell cortex, and confluent eukaryotic cells, and plays a crucial role in their

functional properties. Here, we focus on systems that exhibit nematic symmetry. Experimental

observations indicate the emergence of nematic order during cytokinesis [167, 134]. Nematic

alignment has also been evidenced in different stages of tissue morphogenesis when individual

cells exhibit a unidirectional axis of elongation [72, 144, 46].

The central motif of these biological systems has been utilized to create synthetic soft

active materials [86, 73, 196]. In their pioneering work, Keber and coworkers assembled a

shape-shifting lipid vesicle by encapsulating a film of microtubules and kinesin motors to its

inner surface [86]. Understanding the interplay between the orientational order, activity-induced

flow, and substrate geometry has been the subject of subsequent studies thereafter. Different

topological confinements have been studied including spherical and toroidal systems, probing the

effect of substrate curvature on the dynamics of topological defects [206, 155, 69, 115, 123].

Biological processes on subcellular and multicellular scales often occur on self-deforming

surfaces with different mechanical properties. Examples include shape changes during polar-

ization, migration, and division in cells and apical constrictions in epithelial morphogenesis

[139, 101, 100]. Therefore, understanding their morphological dynamics necessitates theoretical

models that account for the three-way coupling between surface deformations, in-plane order,

and flow [109, 140, 3]. More recently, axisymmetric and 3D numerical simulations have been

used to investigate the mechanisms responsible for fundamental shape changes observed in cells
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and epithelial tissues [106, 137, 87].

This study focuses on the self-organized dynamics of a viscous drop with surface nematic

activity. We use a spectral boundary integral method to simulate the flow coupled with a

hydrodynamic evolution equation for the nematic tensor. We demonstrate how the interplay

between flow, nematic order, and interface mechanics, leads to self-organized behaviors and

symmetry-breaking phenomena, consistent with experimental observations across different

regimes. In Sec. 6.2, we formally introduce the problem and present the governing equations in

detail. Additionally, we discuss the relevant non-dimensional groups in Sec. 6.3. Next, in Sec. 6.4,

we describe our numerical methods and introduce the braiding analysis, which plays a crucial

role in analyzing our simulations. The results are presented and discussed in Sec. 6.5, where we

explore two distinct limits: small and finite deformations. These findings are compared with

experimental observations in each limit, further confirming the validity of our results. Finally,

we summarize our conclusions and discuss potential extensions of this work in Sec. 6.6.

6.2 Problem definition and governing equations

We consider a viscous drop occupying volume 𝑉− that is suspended in another viscous

fluid 𝑉+ as shown in Fig. 6.1. The interface 𝜕𝑉 is defined by a smooth surface 𝑥𝑥𝑥 = 𝑥𝑥𝑥(𝑠1, 𝑠2)

embedded in R3 and parameterized by coordinates (𝑠1, 𝑠2). Tangent vectors 𝑔𝑔𝑔𝑖 = 𝜕𝑖𝑟𝑟𝑟 (𝑖 = 1,2)

along with the unit normal vector 𝑣𝑣𝑣 = (𝑔𝑔𝑔1 ×𝑔𝑔𝑔2)/|𝑔𝑔𝑔1 ×𝑔𝑔𝑔2 | form a local coordinate system with

the surface metric tensor given by 𝑔𝑖 𝑗 = 𝑔𝑔𝑔𝑖 · 𝑔𝑔𝑔 𝑗 . The drop is initially spherical with radius 𝑅. A

monolayer of active nematic particles is constrained to the interface of the drop. The interfacial

nematic activity drives the system out of equilibrium by inducing flows inside and outside of the

drop and by causing deformations. We use a coarse-grained representation of the nematic field

using 𝑄𝑄𝑄 tensor, 𝑄 = 𝑄𝑖 𝑗 𝑔𝑔𝑔𝑖𝑔𝑔𝑔 𝑗 where 𝑄𝑖 𝑗 = 𝑆(𝑛𝑖𝑛 𝑗 − 𝑔𝑖 𝑗/2). 𝑛𝑛𝑛 = 𝑛𝑖𝑔𝑔𝑔𝑖 denotes the local average

nematic director such that 𝑛𝑖𝑛𝑖 = 1, and 𝑆 (0 ≤ 𝑆 ≤ 1) is the scalar order parameter showing the
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strength of local alignment in the nematic monolayer. We note that 𝑄𝑄𝑄 is symmetric and trace-free

by construction.

Figure 6.1. A viscous drop with interfacial nematic activity. The director field 𝑛𝑛𝑛 represents the
average orientation of the nematic particles at every point on the interface.

Neglecting inertial effects and gravity, the flow is governed by Stokes and continuity

equations:

𝜇±∇2𝑢𝑢𝑢±−∇𝑝± = 0, ∇ ·𝑢𝑢𝑢± = 0, 𝑥𝑥𝑥 ∈ 𝑉±. (6.1)

The velocity vector remains continuous across the interface and vanishes far from the drop. The

evolution of nematic tensor is described by the hydrodynamic equations of an active nematic

[66, 123, 140]:

𝐷𝑡𝑄
𝑖 𝑗 =

1
Γ
𝐻𝑖 𝑗 + 𝜁𝑈̃𝑖 𝑗 , 𝒙 ∈ 𝜕𝑉. (6.2)

The term on the left-hand side denotes a co-rotational material derivative that embodies the

advection and rotation of the nematic field by the flow:

𝐷𝑡𝑄
𝑖 𝑗 = 𝜕𝑡𝑄

𝑖 𝑗 +𝑢𝑘 ∇𝑘𝑄𝑖 𝑗 +𝑢𝑛 (𝐶 𝑗

𝑘
𝑄𝑖𝑘 +𝐶𝑖𝑘𝑄

𝑘 𝑗 )

+𝑤𝑛 (𝜖 𝑖𝑘𝑄 𝑗

𝑘
+ 𝜖 𝑗 𝑘𝑄𝑖𝑘 ),

(6.3)

where ∇𝑘 is the covariant derivative with respect to 𝑠𝑘 , 𝐶𝑖 𝑗 = −𝜕𝑗𝜕𝑖𝑥𝑥𝑥 · 𝑛𝑛𝑛 is the curvature tensor,
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𝑤𝑛 =
1
2𝜖𝑖 𝑗∇𝑖𝑢 𝑗 is the normal vorticity, and 𝜖 𝑖 𝑗 = 𝑣𝑣𝑣 · (𝑔𝑔𝑔𝑖 ×𝑔𝑔𝑔 𝑗 ) is the Levi-Civita tensor. The first

term on the right-hand side of Eq. 6.2 represents the orientational relaxation governed by the

molecular tensor 𝐻𝑖 𝑗 = −𝛿𝐹/𝛿𝑄𝑖 𝑗 , and Γ is the rotational viscosity. We express the free energy

𝐹 as:

𝐹 =
1
2

∫
𝜕𝑉

dA
(
𝑘𝑠

[
(𝑎 + 𝑏

3
𝑆 + 𝑐

6
𝑆2)𝑄𝑖 𝑗𝑄𝑖 𝑗 + 𝑐(𝑄𝑖 𝑗𝑄𝑖 𝑗 )2

]
+ 𝑘𝑒

[
∇𝑖𝑄 𝑗 𝑘∇𝑖𝑄 𝑗 𝑘

] )
,

(6.4)

by accounting for short-range and elastic interactions in the nematic monolayer [116, 88]. 𝑘𝑠 and

𝑘𝑒 are steric and elastic phenomenological constants and 𝑎, 𝑏 and 𝑐 are normalized thermotropic

parameters. We assume that the characteristic length of an individual nematic particle is relatively

small compared to the characteristic radius of curvature. Therefore, we do not consider any

explicit coupling between the extrinsic curvature and the nematic tensor in Eq. 6.4. Finally, the

alignment by the flow is represented by 𝜁𝑈̃𝑖 𝑗 where 𝜁 is the flow alignment parameter, and 𝑈̃𝑖 𝑗 is

the trace-less part of the strain-rate tensor:

𝑈̃𝑖 𝑗 =𝑈𝑖 𝑗 − 1
2
𝑈𝑘
𝑘 𝑔

𝑖 𝑗 , 𝑈𝑖 𝑗 =
1
2
(∇𝑖𝑢 𝑗 +∇ 𝑗𝑢𝑖) +𝐶𝑖 𝑗𝑢𝑛. (6.5)

We note that the velocity vector can be decomposed into tangential and normal components as

𝑢𝑢𝑢 = 𝑢𝑖𝑔𝑔𝑔𝑖 +𝑢𝑛𝑣𝑣𝑣 at any point on the interface.

Nematic particles exert active stress 𝑇𝑇𝑇𝑎 = 𝜉𝑄𝑄𝑄 on their surrounding which drags the fluid

into motion and causes deformations. The constant 𝜉 represents the biochemical activity level.

We consider extensile activity 𝜉 < 0, motivated by the experiments of Keber and coworkers [86].

The local force balance along the tangential and normal directions reads

𝑓 𝐻, 𝑗 + 𝜉∇𝑖𝑄𝑖 𝑗 = 0, 𝒙 ∈ 𝜕𝑉, (6.6)

𝑓 𝐻𝑛 −𝛾𝐶𝑘𝑘 − 𝜉𝐶𝑖 𝑗𝑄
𝑖 𝑗 = 0, 𝒙 ∈ 𝜕𝑉, (6.7)
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where 𝛾 is the surface tension. 𝑓𝑓𝑓 𝐻 = 𝑣𝑣𝑣 · [𝑇𝑇𝑇𝐻+−𝑇𝑇𝑇𝐻−] is the jump in the hydrodynamic tractions

across interface and 𝑇𝑇𝑇𝐻± = −𝑝±𝐼𝐼𝐼 + 𝜇±
(
∇𝑢𝑢𝑢± +∇𝑢𝑢𝑢±𝑇

)
is the Newtonian stress tensor.

6.3 Non-dimensional groups

To make the governing equations dimensionless, we use 𝑅, Γ, and 𝑅 |𝜉 |/𝜇+ as the

characteristic scales for length, time, and velocity respectively. The dimensional analysis yields

four nondimensional groups in addition to the flow alignment parameter 𝜁 :

Ca = |𝜉 | 𝑅/𝛾, Pe = |𝜉 |Γ/𝜇+, 𝑙𝑐 = 𝑅
−1

√︁
𝑘𝑒/𝑘𝑠, 𝜆 = 𝜇−/𝜇+. (6.8)

Due to the effect of active stresses on the interface, the drop deviates from its initial spherical

shape. The capillary number Ca = |𝜉 | 𝑅/𝛾 compares the strength of active stresses to surface

tension. Next, we define the Peclet number Pe = |𝜉 |Γ/𝜇+ which characterizes the strength of

convective fluxes of the 𝑄𝑄𝑄 tensor versus its relaxational fluxes in Eq. 6.2. The balance between

the short-range and the elastic interactions in the nematic monolayer defines a coherence length

𝑙𝑐 = 𝑅
−1

√︁
𝑘𝑒/𝑘𝑠 which can be considered as an effective distance over which a topological defect

affects its surrounding nematic field. Finally, the viscosity ratio between the drop and the outer

fluid is given by 𝜆 = 𝜇−/𝜇+. All of the results presented in this work are for equiviscous systems

𝜆 = 1. We found that changing 𝜆 does not alter the overall dynamics of the system significantly.

Table C.1 lists all the non-dimensional parameters we used in our simulations.

Using the scaling described above, the Stokes equations can be expressed in dimensionless

form as:

𝜆∇2𝑢𝑢𝑢−−∇𝑝− = 0. 𝑥𝑥𝑥 ∈ 𝑉−, (6.9)

∇2𝑢𝑢𝑢+−∇𝑝+ = 0, 𝑥𝑥𝑥 ∈ 𝑉+, (6.10)
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inside and outside of the drop, respectively. The hydrodynamic evolution equation for the nematic

tensor in Eq.6.2 becomes:

𝜕𝑡𝑄
𝑖 𝑗 +PeJ 𝑖 𝑗

𝑐 = 𝐻𝑖 𝑗 + 𝜁 Pe𝑈̃𝑖 𝑗 , 𝒙 ∈ 𝜕𝑉, (6.11)

J 𝑖 𝑗
𝑐 = 𝑢𝑘 ∇𝑘𝑄𝑖 𝑗 +𝑢𝑛 (𝐶 𝑗

𝑘
𝑄𝑖𝑘 +𝐶𝑖𝑘𝑄

𝑘 𝑗 ) +𝑤𝑛 (𝜖 𝑖𝑘𝑄 𝑗

𝑘
+ 𝜖 𝑗 𝑘𝑄𝑖𝑘 ). (6.12)

Finally, the force balance equations in (6.6) and (6.7), take the following form:

𝑓 𝐻, 𝑗 +∇𝑖𝑄𝑖 𝑗 = 0, 𝒙 ∈ 𝜕𝑉, (6.13)

𝑓 𝐻𝑛 −Ca−1𝐶𝑘𝑘 − 𝐶𝑖 𝑗𝑄
𝑖 𝑗 = 0, 𝒙 ∈ 𝜕𝑉. (6.14)

6.4 Methods

6.4.1 Boundary integral method

To solve Eqs. 6.9- 6.14 numerically, we use a spectral boundary integral solver that we

developed previously, for simulating electrohydrodynamic flows in viscous drops in Ch.5 [55, 56].

The flow problem is reformulated into a boundary integral form as [133, 125]:

𝑢𝑢𝑢(𝑥𝑥𝑥0) =−
1

4𝜋 (1+𝜆)

∫
𝐷

𝑓𝑓𝑓 H(𝑥𝑥𝑥) ·𝐺𝐺𝐺 (𝑥𝑥𝑥0;𝑥𝑥𝑥) d𝑠(𝑥𝑥𝑥)

+ 1−𝜆
4𝜋(1+𝜆)

−
∫
𝐷

𝑢𝑢𝑢(𝑥𝑥𝑥) ·𝑇𝑇𝑇 (𝑥𝑥𝑥0;𝑥𝑥𝑥) · 𝑛𝑛𝑛(𝑥𝑥𝑥) d𝑠(𝑥𝑥𝑥), for 𝑥𝑥𝑥0 ∈ 𝜕𝑉,
(6.15)

where 𝑟𝑟𝑟 = 𝑥𝑥𝑥0 −𝑥𝑥𝑥, 𝑟 = |𝑟𝑟𝑟 |. Here, 𝐺𝐺𝐺 is the free-space Green’s function for the Stokeslet or flow due

to a unit point force in an unbounded domain, and 𝑇𝑇𝑇 is the corresponding stress tensor:

𝐺𝐺𝐺 (𝑥𝑥𝑥0;𝑥𝑥𝑥) = 𝐼
𝐼𝐼

𝑟
+ 𝑟
𝑟𝑟𝑟𝑟𝑟

𝑟3 , 𝑇𝑇𝑇 (𝑥𝑥𝑥0;𝑥𝑥𝑥) = 6
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

𝑟5 . (6.16)
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All physical variables on the interface, including the interfacial shape, velocity, and the

nematic tensor are expressed in terms of truncated series of spherical harmonic expansions.

Specifically, the interfacial shape and the nematic tensor are expressed, respectively as:

𝑥𝑥𝑥(𝜃, 𝜙) =
𝑁−1∑︁
𝑛=0

𝑛∑︁
𝑚=0

𝑃̄𝑚𝑛 (cos𝜃) (𝑎𝑎𝑎𝑛𝑚 cos𝑚𝜙 + 𝑏𝑏𝑏𝑛𝑚 sin𝑚𝜙) , (6.17)

𝑄𝑄𝑄(𝜃, 𝜙) =
𝑁−1∑︁
𝑛=0

𝑛∑︁
𝑚=0

𝑃̄𝑚𝑛 (cos𝜃) (𝐴𝐴𝐴𝑛𝑚 cos𝑚𝜙 +𝐵𝐵𝐵𝑛𝑚 sin𝑚𝜙) , (6.18)

where 0 < 𝜃 < 𝜋 and 0 ≤ 𝜙 < 2𝜋 are the latitude and longitude angles, and {𝑎𝑎𝑎𝑛𝑚, 𝑏𝑏𝑏𝑛𝑚} and

{𝐴𝐴𝐴𝑛𝑚, 𝐵𝐵𝐵𝑛𝑚} are the corresponding coefficients of the expansion in a compact form. 𝑃̄𝑚𝑛 (𝜂) is the

normalized associated Legendre polynomial of degree 𝑛 (𝑛 = 0, 1, 2, . . . ) and order 𝑚 (𝑚 ≤ 𝑛)

defined as:

𝑃̄𝑚𝑛 (𝜂) =
1

2𝑛 𝑛!

√︄
(2𝑛+1) (𝑛−𝑚)!

2 (𝑛+𝑚)! (1−𝜂2)𝑚/2 d𝑛+𝑚

d𝑥 𝑛+𝑚
(𝜂2 −1)𝑛, (6.19)

and satisfies the orthogonality condition

∫ 1

−1
𝑃̄𝑚𝑛 (𝜂) 𝑃̄𝑚𝑛′ (𝜂) d𝜂 = 𝛿𝑛𝑛′ . (6.20)

We note that the components of 𝑄𝑄𝑄 tensor in the Cartesian coordinate system vary more

smoothly over the poles (𝜃 = 0, 𝜋), compared to its covariant components. Therefore, the

Cartesian representation of 𝑄𝑄𝑄 is used to perform spherical harmonic transformation. In addition

to its exponential accuracy, the spectral representation affords a non-dissipative dealiasing

method that effectively eliminates high-frequency components of the solution that exceed the

limit of discretization, ensuring numerical stability throughout the simulations. Furthermore,

we implement a shape reparametrization technique, which enables us to explore regimes with

significant droplet deformations. A more comprehensive discussion about our numerical method

is provided in Sec.5.3, as well as in the publication by Firouznia et al. [56].

In our simulations, the drop is initially spherical and the nematic field has four +1/2
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Figure 6.2. (a) Initial configuration depicting the director field and the surface distribution of the
scalar order parameter. (b) The spatial arrangement of four defects positioned at the vertices of a
symmetric tetrahedron.

defects arranged on the vertices of a symmetric tetrahedron. This initial configuration, as shown

in Fig. 6.2, is obtained by numerically solving for the steady state solution of the nematodynamic

equation (6.2) on a rigid sphere under a stationary velocity. The total topological charge of the

nematic field is +2, which is determined by the system’s topology. It is known that defects with

the same-sign charge repel each other, and the energy associated with a defect is proportional

to the square of its charge [98]. As a result, +1/2 defects are energetically more favorable and

less costly compared to +1 defects. In the equilibrium state, the four defects are separated by

maximal distances from each other, forming a symmetric tetrahedral arrangement.

Starting from the initial condition as described above, we perform the following steps at

every time iteration:

1. Given the current nematic field 𝑄𝑄𝑄(𝑥𝑥𝑥) and shape of the interface, determine active and

capillary interfacial forces based on (6.13) and (6.14).

2. Determine the jump in the hydrodynamic traction 𝑓𝑓𝑓 H, and use it to solve for the interfacial

velocity using the Stokes boundary integral equation (6.15).

125



3. Compute the molecular tensor 𝐻𝑖 𝑗 = −𝛿𝐹/𝛿𝑄𝑖 𝑗 by taking a variational derivative from the

free energy given in (6.4).

4. Compute all convective fluxes of 𝑄𝑄𝑄 in (6.3), and the flow allignment term 𝜁 Pe𝑈̃𝑖 𝑗 , based

on the strain-rate tensor (6.5).

5. Compute 𝜕𝑡𝑄𝑄𝑄 via (6.11) and update the nematic tensor.

6. Update the position of the interface by advecting the grid with the normal component of

the interfacial velocity: 𝜕𝑡𝑥𝑥𝑥 = (𝑢𝑢𝑢 · 𝑣𝑣𝑣)𝑣𝑣𝑣.

7. Apply corrections to the shape to ensure incompressibility, as discussed in Sec. 5.3.4.

8. Reparametrize the interfacial shape following the method discussed in Sec. 5.3.5 to mini-

mize high-frequency components in the spherical harmonic expansion.

6.4.2 Identification of topological defects

One important feature of nematic systems is the existence of singular points called

topological defects at which the scalar order parameter vanishes, 𝑆 = 0. These defects are

distinguished by their topological charge which represents the number of rotations of the director

field, 𝑛𝑛𝑛, around the defect (also known as the winding number). The total topological charge of

the system is determined by the system’s topology through the Poincaré–Hopf theorem. In the

case of a nematic field confined to the surface of a spheroidal drop, the total charge is known to

be +2 [98].

Topological defects play a crucial role in the dynamics of nematic materials. In our

simulations, the precise location of these defects is determined through post-processing of the

nematic tensor field. Due to the discretization of the grid, the defects may not fall exactly on

the grid points. To accurately determine the location of a defect, we utilize spherical harmonic
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expansions to interpolate its exact position. This approach allows us to obtain smooth and

accurate spatiotemporal trajectories for each defect.

A defect can be understood as a local minimum of the scalar order parameter 𝑆, where

𝑆 = 0:

(𝐼𝐼𝐼 − 𝑣𝑣𝑣(𝑥𝑥𝑥)𝑣𝑣𝑣(𝑥𝑥𝑥)) · ∇𝑆(𝑥𝑥𝑥) = 000, with 𝑆(𝑥𝑥𝑥) = 0. (6.21)

Motivated by this expression, we have developed an algorithm based on the steepest descent

method. In this algorithm, we iteratively march in pseudo time 𝜏 to search for the minima of the

scalar order parameter 𝑆. During each step of the simulation, we follow these steps:

1. Identify grid points where the scalar order parameter is below a cut-off value, 𝐼0 = {𝑥𝑥𝑥 ∈

𝜕𝑉 | 𝑆(𝑥𝑥𝑥) < 𝑆ctf}. In this study, the cut-off value is set to 𝑆ctf = 0.2.

2. Determine the spherical harmonic expansion for 𝑆:

𝑆(𝜃, 𝜙) =
𝑁−1∑︁
𝑛=0

𝑛∑︁
𝑚=0

𝑃̄𝑚𝑛 (cos𝜃∗)
(
𝑎0
𝑛𝑚 cos𝑚𝜙∗ + 𝑏0

𝑛𝑚 sin𝑚𝜙∗
)
. (6.22)

3. Compute the pseudo-velocity 𝜕𝜏𝑥𝑥𝑥 at the grid points identified in step 1:

𝜕𝜏𝑥𝑥𝑥 + (𝐼𝐼𝐼 − 𝑣𝑣𝑣(𝑥𝑥𝑥)𝑣𝑣𝑣(𝑥𝑥𝑥)) · ∇𝑆(𝑥𝑥𝑥) = 000, with 𝑥𝑥𝑥(𝜏 = 0) ∈ 𝐼0. (6.23)

4. Project the linear pseudo-velocity along surface coordinates 𝑠1 and 𝑠2 (corresponding to 𝜃

and 𝜙 directions) to obtain the pseudo-angular velocity 𝜕𝜏𝜃𝜃𝜃 = {𝜕𝜏𝜃, 𝜕𝜏𝜙}𝑇 :

(𝜕𝜏𝑥) 𝑗 =𝜕𝜏𝑥𝑥𝑥 · 𝑔𝑔𝑔 𝑗 , (6.24)

(𝜕𝜏𝑥)𝑖 =(𝜕𝜏𝑥) 𝑗 𝑔 𝑗𝑖, (6.25)

where

𝜕𝜏𝜃 = (𝜕𝜏𝑥)1, 𝜕𝜏𝜙 = (𝜕𝜏𝑥)2. (6.26)
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5. March explicitly in pseudo-time 𝜏 to obtain the new angles (𝜃∗, 𝜙∗).

6. Determine the scalar order parameter 𝑆 at (𝜃∗, 𝜙∗) using the initial spherical harmonic

expansions from step 2:

𝑆∗(𝜃∗, 𝜙∗) =
𝑁−1∑︁
𝑛=0

𝑛∑︁
𝑚=0

𝑃̄𝑚𝑛 (cos𝜃∗)
(
𝑎0
𝑛𝑚 cos𝑚𝜙∗ + 𝑏0

𝑛𝑚 sin𝑚𝜙∗
)
. (6.27)

7. Repeat steps 3 to 6 to converge to topological defects with a desired tolerance. Only retain

distinct minima, as different starting points 𝑥𝑥𝑥0 may converge to similar minima.

8. Determine the topological charge based on the total number of rotations of the director

field 𝑛𝑛𝑛 on a closed path encircling the defect in a clockwise direction (also known as the

winding number).

6.4.3 Braiding dynamics of topological defects

We observe that under low to moderate levels of activity, the topological defects exhibit

braiding motion around the drop. To characterize these braiding patterns and quantify their

complexity, we use a topological approach. This approach was pioneered by Boyland et al. [18]

to characterize mixing in fluids, and used by others for various applications [37, 53, 182, 186, 54].

More recently, this approach has been adopted to characterize the dynamics of topological defects

in active materials [174, 97, 161].

In our case, the motion of defects is confined to the interface, 𝜕𝑉 which is a two-

dimensional spherical surface. Their trajectories in space and time can be viewed as intertwined

strands or braids, as illustrated in Fig. 6.3(a). To map the defect trajectories from the spherical

surface of the drop to a planar surface, we utilize stereographic projection. This mapping

transforms the three-dimensional coordinates 𝑥𝑥𝑥 = (𝑥, 𝑦, 𝑧) to the two-dimensional mid-plane

(𝑧 = 0) of the sphere, represented by 𝑋𝑋𝑋 = (𝑋, 𝑌 ).
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It is important to note that a spherical geometry differs from a planar disk in that a sphere

does not have a boundary. To address this difference, we designate one trajectory as the reference

trajectory, which is then mapped to the boundary at infinity [47, 14]. At any given time, the drop

is rotated so that the reference defect is located at the north pole of the sphere, effectively mapping

it to |𝑋𝑋𝑋 | →∞. The remaining trajectories are ordered from left to right along a projection line as

shown in Fig. 6.3(a,b). A crossing occurs when two defects interchange their order along the

projection line. During a crossing, one trajectory either goes over or under the other trajectory.

In other words, the direction of the crossing can be clockwise (over) or counterclockwise (under)

on the projection line.

A sequence of crossings of defect trajectories can be represented by a braid 𝑏𝑏𝑏 = 𝑏1 𝑏2 . . . 𝑏𝑘 ,

where each 𝑏 𝑗 , 𝑗 = {1, . . . , 𝑘} represents a crossing event. Each crossing can be represented in

terms of elementary generators 𝜎𝑖, 𝑖 ∈ {1, . . . , 𝑛−1} of the 𝑛-particle braid group 𝐵𝑛 [184]. The

generator 𝜎𝑖 represents the clockwise exchange of defect 𝑖 with defect 𝑖 + 1 on the projection

line, while 𝜎−1
𝑖

corresponds to their counterclockwise exchange. We utilize braidlab, a freely

available MATLAB package, to construct braids from defect trajectories and to analyze their

topological entropy [185]. Figure 6.3(c) shows the braid diagram corresponding to defects

trajectories in Fig. 6.3(a,b).

To characterize the complexity of defect dynamics we adopt a topological approach.

Each defect can be considered as a stirrer rod in the 𝑋 −𝑌 plane. Consider idealized material

loops as tight rubber bands wrapped around these stirrer rods. These material loops are dragged

by the trajectories and stretched due to their braiding motion. The braid entropy measures the

exponential growth of these loops and provides a lower bound for the stretching of all material

lines in the corresponding flow [48, 18, 68, 186]. For periodic trajectories, the braid entropy ℎ(𝑏𝑏𝑏)

can be computed by evaluating the repeated action of braid 𝑏𝑏𝑏 on material loops. It is defined as:

ℎ(𝑏𝑏𝑏) = lim
𝑁→∞

1
𝑁

log
����𝑏𝑏𝑏𝑁 𝑙𝐸𝑙𝐸

���� , (6.28)
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Figure 6.3. (a) Trajectories of three defects in the 𝑋 −𝑌 plane over time 𝑡 on an active drop with
(Ca, Pe, 𝑙𝑐) = (0.01, 0.2, 0.16). At any given time, the reference defect is positioned at the north
pole of the sphere which corresponds to |𝑋𝑋𝑋 | →∞. (b) The projection of particle trajectories on the
𝑋-axis, and (c) the diagram for the corresponding braid, 𝑏𝑏𝑏 = 𝜎−1

2 𝜎−1
2 𝜎2𝜎1𝜎

−1
2 𝜎1𝜎1𝜎

−1
1 𝜎−1

2 𝜎1.

where 𝑙𝐸 represents the generating set for the fundamental group on the 𝑛-punctured disk [113].

For systems with aperiodic trajectories, the finite-time braiding exponent (FTBE) was introduced

by Budišić and Thiffeault as [26]:

FTBE(𝑏𝑏𝑏) = 1
𝑇

log
����𝑏𝑏𝑏 𝑙𝐸𝑙𝐸

���� , (6.29)

where 𝑇 is the time interval between the first and last crossings. The FTBE measures the average

expansion of material loops subjected to the braiding motion of defect trajectories. It is shown

that for sufficiently long trajectories, the FTBE is independent of the projection angle, initial
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configuration, and the length of trajectories [26]. We use braidlab to compute the braid entropy

and FTBE for our system.

6.5 Results and discussion

In this section, we analyze the behavior of an active drop as a function of controlling

parameters and compare our simulations with the experimental observations by Keber et al. [86].

We start by investigating the regime of small deformations in Sec.6.5.1, where the drop retains its

nearly spherical shape. Then, we explore the effect of finite deformations on the dynamics of the

system in Sec.6.5.2.

6.5.1 Small deformations

We examine the regime of small capillary numbers (Ca ≪ 1) to isolate the effect of

deformations. In this regime, the behavior of the system is primarily governed by two parameters:

the activity level represented by Pe, and the nematic elasticity represented by 𝑙𝑐. The active

stresses drive the system out of equilibrium while the nematic elasticity stabilizes the system.

The strength of the elastic effects in the nematic monolayer is reflected in the coherence length

𝑙𝑐, which is the characteristic length over which the defects interact. As the nematic elasticity

becomes stronger, the coherence length increases, resulting in a more constrained arrangement

of the defects that repel one another. By systematically varying the values of Pe and 𝑙𝑐, we

explore and analyze the intricate interplay between these effects, shedding light on the underlying

dynamics of the system.

Each defect is propelled into motion by the activity-induced flow, which, in turn, influences

the nematic field. We observe that the arrangement of defects oscillates between tetrahedral and

planar configurations, as illustrated in Fig. 6.4, resembling the experimental observations by

Keber et al. [86]. The angle between two defects 𝑖 and 𝑗 is denoted by 𝛼𝑖 𝑗 . We define 𝛼 as the
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Figure 6.4. (a) The arrangements of defects oscillates between tetrahedral (left) and planar (right)
configurations. (b) The average angle𝛼 over time for a system with (Ca, Pe, 𝑙𝑐) = (0.01, 1.2, 0.32),
illustrating the oscillatory behavior between 120◦ (red) in the planar configuration, and 109.5◦
(blue) in the symmetric tetrahedral configuration.

average of all pairwise angles between the four defects:

𝛼 =
1
6

4∑︁
𝑖< 𝑗

𝛼𝑖 𝑗 . (6.30)

Figure 6.4(b) depicts the oscillatory behavior of the average angle 𝛼, between 120◦ for the planar

configuration, and 109.5◦ for the symmetric tetrahedral configuration.

Under small activity levels, the defects remain stationary. As the activity level surpasses

a critical value Pe𝑐, the system undergoes a transition from a stationary to an unsteady regime

characterized by the periodic braiding motion of defects. For activity levels close to Pe𝑐 within the

unsteady regime, the periodic motion of defects can be described by a single characteristic time

scale. This is evident from the fast Fourier transform (FFT) of the average angle 𝛼, which exhibits

a single peak in this regime (see appendix C.2 for more information). The defect trajectories
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follow a specific pattern known as the golden braid1, represented by the braid 𝐵𝐵𝐵1 = (𝑏𝑏𝑏1)𝑘 , where:

𝑏𝑏𝑏1 = 𝜎1𝜎
−1
2 𝜎1𝜎1𝜎2𝜎

−1
1 𝜎−1

2 𝜎−1
2 . (6.31)

This name is derived from the fact that the topological entropy of 𝑏𝑏𝑏1 is an integer multiple of

log𝜙1, where 𝜙1 = (1+
√

5)/2 is the golden ratio [37]:

ℎ(𝑏𝑏𝑏1) = 6log𝜙1 ≈ 2.8873. (6.32)

As the Peclet number is further increased, the nonlinear hydrodynamic effects become more

pronounced, leading to the emergence of a second time scale. This is manifested in the FFT

spectrum of 𝛼, which exhibits two distinct peaks (Fig. C.2 in appendix C.2). Eventually, the

braiding pattern undergoes a transition from the golden braid to the silver braid2 represented by

𝐵𝐵𝐵2 = (𝑏𝑏𝑏2)𝑘 , where:

𝑏𝑏𝑏2 = 𝜎1𝜎2𝜎
−1
1 𝜎−1

2 𝜎1𝜎
−1
2 . (6.33)

Similarly, the entropy of 𝑏𝑏𝑏2 is a multiple of log𝜙2, where 𝜙2 = 1+
√

2 is the silver ratio [54]:

ℎ(𝑏𝑏𝑏2) = 2log𝜙2 ≈ 1.7627. (6.34)

Figure 6.5 depicts the diagrams of the golden and silver braids. The efficiency of a braiding

pattern in increasing entropy can be assessed by comparing the topological entropy per generator

(TEPG). Comparing the TEPG values of two braids shows that TEPG(𝑏𝑏𝑏1) is approximately

1.23 times larger than TEPG(𝑏𝑏𝑏2). A higher TEPG value means that the golden braiding pattern

is more effective in maximizing entropy. However, it is important to note that this increased

1We note that 𝑏𝑏𝑏1 and (𝜎−1
1 𝜎2)3 are conjugate braids which implies that they have the same topological entropy

[19, 183]. The braid 𝜎−1
1 𝜎2 is commonly known as the golden braid for 𝑛 = 3 [37]. Two braids are said to be

conjugate if they represent the same permutation of strands but in a different ordering. In other words, they can be
continuously deformed into each other without any self-intersections or changes in the linking of the strands [85].

2𝑏𝑏𝑏2 is conjugate to 𝜎2
1 𝜎

−2
2 which is referred to as the silver braid for 𝑛 = 3 in [54].
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Figure 6.5. Diagram of (a) the golden braid 𝑏𝑏𝑏1, and (b) the silver braid 𝑏𝑏𝑏2.

efficiency comes at a higher energetic cost. In other words, the golden braid requires more energy

to operate compared to the silver braid. We note that in our system with 𝑛 = 3, the TEPG and the

topological entropy per operation (TEPO) introduced in [54] are equivalent.

The active power for the drop is defined as:

𝑃𝑎 (𝑡) =
∫
𝜕𝑉

𝑓𝑓𝑓 𝑎 ·𝑢𝑢𝑢d𝑠, (6.35)

where 𝑓𝑓𝑓 𝑎 = 𝜉∇𝑖𝑄𝑖 𝑗𝑔𝑔𝑔 𝑗 − 𝜉𝐶𝑖 𝑗𝑄𝑖 𝑗𝑣𝑣𝑣 is the interfacial active force, and 𝑢𝑢𝑢 is the fluid velocity. The

time-average active power is denoted by 𝑃̄𝑎 = ⟨𝑃𝑎⟩𝑡 . During the transition from the golden to

silver braiding pattern, we observe a sudden decrease in the average active power 𝑃̄𝑎 as shown in

Fig. 6.6(b). It is important to note that in the small deformations limit, the energy introduced

to the system by interfacial activity gets dissipated through viscous effects in the bulk (proof

provided in appendix C.3). Consequently, a higher active power corresponds to increased viscous

dissipation in this regime. More significantly, our findings lead to the conclusion that operating

the golden braiding pattern incurs higher energy costs compared to the silver braiding pattern.

As the activity level is further increased, the nonlinear hydrodynamic effects become

even stronger, leading to a transition from periodic to aperiodic dynamics. This regime, referred

to as the mix braiding phase, is characterized by the absence of a specific braiding pattern, with
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Figure 6.6. (a) Finite-Time Braiding Exponent (FTBE) of defect trajectories, and (b) the average
active power 𝑃̄𝑎 of a spherical active drop as a function of Pe and 𝑙𝑐. The markers (golden, silver,
and mix) represent different dynamical phases characterized by distinct braiding patterns. The
capillary number is Ca = 0.01 for all cases studied here. The defects remain stationary when
Pe < 0.2 for 𝑙𝑐 = 0.16, and when Pe < 1.2 for 𝑙𝑐 = 0.32.

defect trajectories displaying irregular and chaotic behavior. The FFT spectrum of 𝛼 shows

multiple time scales in this regime, indicating complex and highly nonlinear dynamics (Fig. C.3

in appendix C.2). Figure 6.7 presents three-dimensional defect trajectories in active drops with

golden, silver, and mix braiding patterns, providing visual evidence of the increasing complexity

with higher activity levels.

We compared the FTBE of defect trajectories as a function of Pe and 𝑙𝑐 in Fig. 6.6(a). It

is evident that the FTBE is an ascending function of Pe, indicating that higher activity levels

lead to more complex and nonlinear dynamics. Furthermore, the transition from golden to silver

braiding patterns is accompanied by a decrease in the FTBE, which can be attributed to the lower

topological entropy observed in the silver braid compared to the golden braid.

It is important to highlight that increasing the coherence length has a stabilizing influence

on the system’s dynamics. Specifically, the critical Peclet number Pe𝑐, which signifies the

transition from the stationary phase to the braiding motion of defects, rises significantly from

Pe𝑐 ≈ 0.2 for 𝑙𝑐 = 0.16 to Pe𝑐 ≈ 1.2 for 𝑙𝑐 = 0.32. We also observe that the onset of aperiodic

defect motions (mix braiding phase) is delayed under larger coherence lengths. According to
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Figure 6.7. Defect trajectories in active drops with golden (left), silver (middle), and mix (right)
braiding patterns, at different values of Pe. The initial positions of defects are indicated by
circular markers. The time interval between the first and last data points is set to Δ𝑡 = 50/ 𝑓1,
where 𝑓1 corresponds to the peak frequency obtained from the FFT analysis of the average angle
𝛼. All simulations are performed with (Ca, 𝑙𝑐) = (0.01, 0.16).

Fig. 6.6(a,b), for a given Peclet number, the FTBE and the active power consistently decrease

as the coherence length increases. These observations suggest that nematic elasticity plays a

crucial role in stabilizing the system and maintaining more organized and constrained dynamical

behavior. Moreover, these results highlight the significance of coherence length in modulating

the behavior of the active drop and its transition to chaotic dynamics, providing insights into the

interplay between nematic elasticity and the nonlinear hydrodynamic effects.

6.5.2 Finite deformations

Allowing for finite deformations (equivalently finite Ca) significantly increases the

complexity of the system’s dynamics. In this regime, the active drop undergoes spontaneous

deformations as the defects move around its surface. These deformations, in turn, impact the

nematic field, establishing a three-way feedback loop involving the shape, nematic field, and

flow. Notably, we find that the critical Peclet number, Pe𝑐 increases at higher capillary numbers.

This observation suggests that higher levels of activity are necessary for defects to overcome the

energy barriers induced by deformations.
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Figure 6.8. Chaotic regime: snapshots of the director field (first row) and the scalar order
parameter represented as the colormap, along with the corresponding interfacial velocity field
(second row). The simulations is conducted for a system with (Ca, 𝑙𝑐, Pe) = (0.5, 0.16, 10).

For the smaller coherence length 𝑙𝑐 = 0.16, we observe that under moderate values of

Pe > Pe𝑐, the defects exhibit braiding motion similar to the behavior observed in the small

deformations limit. Concurrently, the shape of the drop undergoes spontaneous changes due to

the influence of active stresses. We find that the drop eventually reaches an equilibrium state at

long times, for Peclet numbers up to Pe𝑒𝑞 > Pe𝑐. The time horizon to reach equilibrium typically

varies from 𝑇 ≈ 75 to 350 (in units of Γ) in our simulations. It is important to acknowledge that

these large time scales might not be readily achievable in experimental settings. Nonetheless, our

simulations of active drops under finite deformations closely resemble the qualitative experimental

observations reported by Keber et al. in [86].

The nonlinearity introduced by finite deformations amplifies the asymmetry in the nematic

field and, consequently, in the defect configurations. As a result, a translational component
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Figure 6.9. Time-average translational velocity as a function of Pe, under finite deformations: (a)
Ca = 0.5, and (b) Ca = 0.3. Blue and brown lines correspond to 𝑙𝑐 = 0.16 and 0.32, respectively.
Filled markers indicate cases where more than four defects were observed during the evolution of
the active drop.

emerges in the velocity field. The volume-average velocity of the drop can be expressed as a

surface integral using the divergence theorem:

𝑈𝑈𝑈 (𝑡) = 1
𝑉𝑑

∫
𝑉

𝑢𝑢𝑢d𝜐 =
1
𝑉𝑑

∫
𝑉

∇ · (𝑢𝑢𝑢 𝑥𝑥𝑥) d𝜐 =
1
𝑉𝑑

∫
𝜕𝑉

𝑥𝑥𝑥 (𝑛𝑛𝑛 ·𝑢𝑢𝑢) d𝑠, (6.36)

where 𝑉𝑑 =
∫
𝑉
𝑑𝜐 represents the volume of the drop. The time-average velocity of the drop and

its magnitude is denoted by 𝑈̄𝑈𝑈 = ⟨𝑈𝑈𝑈⟩𝑡 and 𝑈̄ = |𝑈̄𝑈𝑈 |, respectively. We observe that the translational

velocity is orders of magnitude larger compared to the regime of Ca ≪ 1. This highlights the

effect of deformations on inducing symmetry-breaking behaviors in the system. With increasing

Pe, the system transitions to a chaotic regime characterized by the creation and annihilation of

defects. The newly formed defects emerge as pairs with ±1/2 topological charges, maintaining

the net topological charge of the system constant. Figure 6.8 shows snapshots of the drop during

the chaotic regime (see appendix C.4 for more information).

Figure 6.9 shows the time-average translational velocity 𝑈̄ as a function of Pe under finite

deformations. For the smaller coherence length 𝑙𝑐 = 0.16, 𝑈̄ exhibits an initial increase with

Pe, indicating stronger nonlinear hydrodynamic effects at higher activity levels. However, as Pe
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Figure 6.10. Shape-shifting active drop: snapshots of the director field (first row) and the scalar
order parameter represented as the colormap, along with the corresponding interfacial velocity
field (second row). The simulations is conducted for a system with (Ca, 𝑙𝑐, Pe) = (0.5, 0.32, 5).

is further increased, the translational velocity reaches a plateau followed by a decrease. This

behavior is observed in the chaotic regime, where the rapid creation and annihilation of defects

around the drop lead to a more symmetric dynamical state. Consequently, increasing the activity

has the opposite effect on 𝑈̄ in this regime.

For the larger coherence length 𝑙𝑐 = 0.32, we observe that the system reaches equilibrium

at long times, for all values of the Peclet number studied here (0 < Pe < 12). Figure 6.10 shows

snapshots of a shape-shifting active drop at a moderate activity level, where the defects undergo

braiding motion. At high activity levels, the dynamical behavior of the drop is characterized

by the braiding motion of defects and spontaneous deformations, followed by the creation and

annihilation of defects, leading to an equilibrium state with an asymmetric arrangement of defects

around the drop. This asymmetric configuration results in a translational velocity that increases

with Pe, as depicted in Fig. 6.9(a,b). Notably, 𝑈̄ is consistently stronger under the smaller
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coherence length, except in the chaotic regime, as evident from Fig. 6.9(a,b). This behavior can

be attributed to the effect of nematic elasticity, which promotes ordered dynamical behavior and

leads to more symmetric shapes of the active drops.

6.6 Conclusions

In this study, we investigated the behavior of a viscous drop suspended in another

immiscible fluid with a surface nematic activity, driving the system out of equilibrium. To model

this system, we employed a spectral boundary integral solver for Stokes flow coupled with a

hydrodynamic evolution equation for the surface nematic tensor. Our simulations revealed the

intricate interplay between flow, nematic order, and interface mechanics, leading to self-organized

behaviors and symmetry-breaking phenomena. Notably, our results captured the qualitative

behaviors observed in experiments, both in the small and finite deformation regimes [86].

In the small deformation regime, the topological defects move around the drop due

to the hydrodynamic interaction between the activity-induced flow, and the nematic field.

The arrangement of the defects oscillates between the planar and tetrahedral configurations

consistent with the experimental observations. Using the dynamics of braids, we characterized

the topological pattern of defect trajectories as a function of activity level and coherence length.

Remarkably, we found that weak activity led to periodic braiding patterns following the golden

braid, known for maximizing the topological entropy per generator (TEPG). As the activity is

increased, the braiding pattern transitions to the silver braid, which exhibits lower TEPG and

incurs less energetic cost to operate. At higher activity, the defect trajectories become aperiodic

due to strong nonlinear effects. By analyzing the finite-time braiding exponent (FTBE), we

compared the complexity associated with defect dynamics among different braiding patterns.

Notably, we demonstrated that nematic elasticity, as indicated by the coherence length, promoted

more ordered dynamical behavior and counteracted active effects.
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In the presence of finite deformations, the system exhibits a more complex behavior. At

sufficiently high activity levels, defects exhibit braiding motion while the shape of the drop

spontaneously changes due to active stresses. This behavior closely resembles experimental

observations in this regime. At even higher activity levels, the system transitions to a chaotic

regime characterized by continuous creation and annihilation of new defects. The nonlinear

effects introduced by deformations give rise to a translational component in the velocity field,

characterized as a function of Peclet number and coherence length. We observed opposing effects

of nematic elasticity and activity, where higher nematic elasticity stabilized the dynamics.

While our study focuses on a synthetic system where activity is considered uniform

around the drop, it is important to note that living active systems, such as cells, exhibit more

intricate dynamics. Chemical cues have been demonstrated to play a crucial role in biological

processes, such as cell division [181, 136]. Therefore, exploring the impact of chemical cues

on emergent behaviors in such systems is of great interest and represents a promising direction

for future research. Overall, our work provides valuable insights into the emergent dynamics of

active fluid surfaces with in-plane order, both in biological and biomimetic systems.
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Chapter 7

Conclusions and directions for future
work

7.1 Conclusions

In this thesis, we studied interfacially driven flows in various fluid-fluid systems. A

common thread among all systems studied here is the three-way coupling between the flow in the

bulk of fluids, interfacial transport of a surface property (scalar or a higher order tensor), and

the mechanics of a deforming surface. Despite the linear governing equations in the bulk, such

as Laplace’s and Stokes equations, these systems exhibit interfacial instabilities and nonlinear

phenomena due to boundary effects. The nonlinear coupling of different physical effects takes

place at a deforming boundary which is the interface. Consequently, studying the dynamics

of these systems presents inherent challenges for analytic methods and numerical simulations.

To address these complexities, we employed high-fidelity computational methods to study the

intricate dynamics of these systems and carefully compared our results with available experimental

studies. Our numerical simulations were complemented by analytic solutions, scaling analyses,

and reduced-order models that capture the underlying physical mechanisms at play.

In Ch. 3, we investigated interfacial instabilities and nonlinear patterning in a freely

suspended film of leaky dielectric fluid under a uniform electric field. We identified different

modes of instability through theoretical analysis, and characterized the behavior of the system in

each mode, as a function of different nondimensional groups of the problem. Using boundary
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element simulations, we explored the dynamics of the system far from equilibrium where the

coupling of the flow, charge dynamics, and deformations gives rise to nonlinear phenomena such

as tip streaming jets and pinching of the film into droplets. Our study offers valuable insights into

nonlinear patterning in electrified viscous films, with significant implications for engineering

applications, particularly in microfluidics.

In Ch. 4, we studied electrohydrodynamics instabilities occurring at a planar interface

subjected to a stagnation point flow and a tangential electric field. This configuration is inspired

by the equatorial streaming observed in oblate drops under strong electric fields. Through a local

theoretical analysis and numerical linear stability analysis, we unveiled the crucial and nontrivial

impact of charge convection on the system’s dynamics. Using stability analyses along with

numerical simulations far from equilibrium, we elucidated the underlying mechanisms driving

electrohydrodynamic (EHD) equatorial streaming in droplets. Specifically, we demonstrated the

emergence of a convergent line instability at the stagnation point, where nonlinear steepening by

the flow generates large gradients in the charge density distribution.

In Ch. 5, we developed a spectral boundary integral method for simulating electrohydro-

dynamic flows in viscous drops. We used a comprehensive charge transport model valid under a

wide range of electric field strengths. Different mechanisms are accounted for, including Ohmic

conduction, surface charge convection, and finite charge relaxation. All physical quantities

including the shape of the droplet and the interfacial charge density, are represented using

spherical harmonic expansions. The adoption of a spectral representation offers exponential

accuracy and allows for a non-dissipative dealiasing method, required for numerical stability. To

avoid grid distortions in the presence of large deformations, we employed a reparametrization

technique by minimizing the high-frequency components of the shape, thereby improving the

numerical stability of our method.

Our methodology was validated against experimental data and analytical solutions in

the axisymmetric Taylor and Quincke electrorotation regimes. This serves as an assessment of

the accuracy and reliability of our method. In the case of low-viscosity droplets, strong charge
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convection leads to steep interfacial charge gradients which can be challenging for numerical

simulations. To address this issue, we adopted a weighted spherical harmonic expansion approach,

which enables convergent solutions. Our primary objective in Ch. 5 was to create a robust and

versatile numerical solver applicable to interfacially driven flows in drops, including those in

electrohydrodynamics.

In Ch. 6, we studied morphological dynamics in a freely-suspended viscous drop with

surface nematic activity, inducing non-equilibrium behavior. Nematic order has been observed

to play a key role in the development of important biological processes such as cytokinesis

and tissue morphogenesis. The system we studied in this chapter serves as a simplified model

for understanding complex active living systems, such as cells. Leveraging the computational

tools developed in Ch. 5, we employed a spectral boundary integral solver for Stokes flow

coupled with a hydrodynamic evolution equation for the nematic tensor to model the complex

dynamics of the system. Our study uncovered the intricate interplay between flow, nematic order,

and interface mechanics in these systems, leading to self-organized behaviors and symmetry-

breaking phenomena, consistent with experimental observations. We observed a diverse range of

dynamical behaviors, from periodic braiding motion of topological defects to chaotic creation

and annihilation of defects under high activity levels. Our study provides valuable insights into

emergent dynamics in biological and biomimetic systems with active fluid surfaces.

7.2 Directions for future work

Our research has opened up a number of promising avenues for future investigations. In

the following, we outline these directions:

• EHD interaction of drops with walls: In an unbounded domain, a leaky dielectric drop

immersed in another leaky dielectric fluid exhibits axisymmetric flow when subjected to

weak uniform electric fields. However, when a nearby boundary, such as a plane wall, is

introduced, the system’s symmetry is broken, resulting in a net motion of the drop relative
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to the wall. This flow configuration closely resembles various microfluidic applications,

such as flow sorting, where electric effects are utilized to manipulate the flow and its

inclusions [44]. Additionally, understanding the electric-induced migration is crucial to

characterize the flows and rheology of emulsions under external electric fields [160].

Theoretical analysis reveals that the disturbance flow far away from a drop near a wall

can be represented by the flow due to a stresslet flow singularity [160]. In the case of an

oblate drop, the interaction with the wall is repulsive. Our research focuses on studying the

EHD migration of drops in the presence of an insulating wall under an applied tangential

electric field. We utilize the computational tools developed in Chapter 5, combined with

theoretical analysis and experiments. Our investigation aims to characterize the system’s

behavior for various viscosity ratios between the drop and the medium, as well as different

electrical material properties.

• Mechanochemical effects in active drops: In Ch. 6, we studied self-organized behaviors

in active drops, focusing on a synthetic active system with uniform activity around the

drop. However, living active systems, such as cells, exhibit more complex dynamics. It

has been evidenced that chemical cues play a crucial role in biological processes such as

cell division [181, 136]. Therefore, exploring the impact of chemical cues on emergent

behaviors in these systems is of great interest.

To address this, a theoretical and computational framework is needed, considering a

four-way coupling between the transport of chemical species, induced flow in the bulk,

orientational order, and the mechanics of the interface. However, tackling such problems

is fundamentally challenging due to the nonlinear coupling of different effects and the

presence of deforming boundaries.

• Lagrangian coherent structures in active drops: In Ch. 6, we employed a topological

approach to analyze the behavior of active drops by using braid dynamics. While this method

efficiently characterized the topological complexity associated with defect trajectories,
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it does not provide further insight into the organization of the induced flows. To gain a

better understanding of the flow patterns and their organizing structures, we propose the

analysis of the Lagrangian coherent structures (LCSs). LCSs are spatiotemporal organizing

structures in the flow, which can be classified as repellers or attractors.

Recent research has applied finite-time Lyapunov exponent (FTLE) analysis to determine

and characterize LCSs during the development of chick and Drosophila embryos [154].

The collective motion of cells during embryogenesis, occurring over extended time scales,

can be effectively modeled as the flow of an active fluid. Notably, it has been discovered

that +1/2 defects play a significant role in influencing the motion and deformation of

LCSs, making them crucial for controlling the system [152, 159]. Our understanding

of LCSs in active drops provides a novel perspective to describe and potentially control

their self-organized behavior, with promising applications in the context of biological and

biomimetic systems.
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Appendix A

Electrified liquid films

A.1 Linear stability analysis

In the base state, all liquid layers are at rest, both interfaces have flat shapes, 𝜉𝑢 = −𝜉𝑙 = 1,

and the electric potential field in each layer reads:

𝜑̃𝑢 (𝑧) = −𝑧+ (1−𝑅), 𝑧 ≥ 1, (A.1)

𝜑̃𝑚 (𝑧) = −𝑅𝑧, −1 ≤ 𝑧 ≤ 1, (A.2)

𝜑̃𝑙 (𝑧) = −𝑧− (1−𝑅), 𝑧 ≤ −1, (A.3)

for which

𝐸̃𝐸𝐸 𝑙 = 𝐸̃𝐸𝐸𝑢 = 𝑅
−1𝐸̃𝐸𝐸𝑚 = (0,1) , (A.4)

𝑞𝑢 = −𝑞𝑙 = (1−𝑅𝑄), (A.5)

𝑝𝑢 − 𝑝𝑚 = 𝑝𝑙 − 𝑝𝑚 = (1−𝑄𝑅2)/2. (A.6)

After perturbing the base state, we linearize the governing equations and boundary

conditions. Next, we seek normal-mode solutions of the form 𝜑′(𝑥, 𝑧, 𝑡) =ℜ{𝜑̂(𝑧) exp (𝑠𝑡 + 𝑖𝑘𝑥)},

with similar expressions for all the variables. Substituting the normal-modes into the governing

equations and using the decay properties as 𝑧→±∞ provides the amplitude of the normal modes
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as:

𝜑̂𝑢 (𝑧) = 𝐴𝑢𝑒−𝑘𝑧, 𝑧 ≥ 1, (A.7)

𝜑̂𝑚 (𝑧) = 𝐴𝑚1𝑒
−𝑘𝑧 + 𝐴𝑚2𝑒

𝑘𝑧, −1 ≤ 𝑧 ≤ 1, (A.8)

𝜑̂𝑙 (𝑧) = 𝐴𝑙𝑒𝑘𝑧, 𝑧 ≤ −1, (A.9)

𝑝𝑢 (𝑧) = 𝐵𝑢𝑒−𝑘𝑧, 𝑧 ≥ 1, (A.10)

𝑝𝑚 (𝑧) = 𝐵𝑚1𝑒
−𝑘𝑧 +𝐵𝑚2𝑒

𝑘𝑧, −1 ≤ 𝑧 ≤ 1, (A.11)

𝑝𝑙 (𝑧) = 𝐵𝑙𝑒𝑘𝑧, 𝑧 ≤ −1, (A.12)

𝑢̂𝑢 (𝑧) = 𝐶𝑢𝑒−𝑘𝑧 − 𝑖𝐵𝑢 (
1+𝜆

2
)𝑧𝑒−𝑘𝑧, 𝑧 ≥ 1, (A.13)

𝑢̂𝑚 (𝑧) = 𝐶𝑚1𝑒
−𝑘𝑧 +𝐶𝑚2𝑒

𝑘𝑧 − 𝑖𝐵𝑚1(
1+𝜆−1

2
)𝑧𝑒−𝑘𝑧 + 𝑖𝐵𝑚2(

1+𝜆−1

2
)𝑧𝑒𝑘𝑧, −1 ≤ 𝑧 ≤ 1, (A.14)

𝑢̂𝑙 (𝑧) = 𝐶𝑙𝑒𝑘𝑧 + 𝑖𝐵𝑙 (
1+𝜆

2
)𝑧𝑒𝑘𝑧, 𝑧 ≤ −1, (A.15)

𝑤̂𝑢 (𝑧) = 𝐷𝑢𝑒
−𝑘𝑧 +𝐵𝑢 (

1+𝜆
2

)𝑧𝑒−𝑘𝑧, 𝑧 ≥ 1, (A.16)

𝑤̂𝑚 (𝑧) = 𝐷𝑚1𝑒
−𝑘𝑧 +𝐷𝑚2𝑒

𝑘𝑧 +𝐵𝑚1(
1+𝜆−1

2
)𝑧𝑒−𝑘𝑧 +𝐵𝑚2(

1+𝜆−1

2
)𝑧𝑒𝑘𝑧, −1 ≤ 𝑧 ≤ 1, (A.17)

𝑤̂𝑙 (𝑧) = 𝐷 𝑙𝑒
𝑘𝑧 +𝐵𝑙 (

1+𝜆
2

)𝑧𝑒𝑘𝑧, 𝑧 ≤ −1, (A.18)

where

𝐷𝑢 = 𝑖𝐶𝑢 +𝐵𝑢 (1+𝜆) (2𝑘)−1, 𝐷 𝑙 = −𝑖𝐶𝑙 −𝐵𝑙 (1+𝜆) (2𝑘)−1, (A.19)

𝐷𝑚1 = 𝑖𝐶𝑚1 +𝐵𝑚1(1+𝜆−1) (2𝑘)−1, 𝐷𝑚2 = −𝑖𝐶𝑚2 −𝐵𝑚2(1+𝜆−1) (2𝑘)−1. (A.20)

Applying the boundary conditions for the perturbation variables results in a linear algebraic
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system for the unknown coefficients 𝐴 𝑗 , 𝐵 𝑗 , 𝐶 𝑗 and 𝐷 𝑗 where 𝑗 ∈ {𝑙,𝑚1,𝑚2, 𝑢}. Finally, we

obtain the dispersion relation by setting the determinant of the algebraic system to zero.

A.2 Fastest growing mode

The maximum growth rate and the corresponding wavenumber in each mode are defined

respectively as 𝑠𝑚𝑎𝑥 and 𝑘𝑚𝑎𝑥 . Figures A.1 and A.2 show how the non-dimensional parameters

governing the system affect 𝑘𝑚𝑎𝑥 in each mode.
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Figure A.1. Fastest-growing wavenumber in each mode of instability as a function of: (a) electric
capillary number, and (b) electric Reynolds number for two different systems with 𝑅 = 0.5 and
𝑅 = 2 with (𝑄,𝜆) = (1,1). 𝑅𝑒𝐸 = 1 in (a) and 𝐶𝑎𝐸 = 10 in (b).
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Figure A.2. Fastest-growing wavenumber in each mode of instability as a function of: (a)
viscosity ratio 𝜆 for two different systems with 𝑅 = 0.5 and 𝑅 = 2, (b) conductivity ratio 𝑅, and
(c) permittivity ratio 𝑄. The permittivity ratio is set to 𝑄 = 1 in (a,b), the conductivity ratio is
𝑅 = 1 in (c) and 𝜆 = 1 in (b,c). In all systems (𝐶𝑎𝐸 , 𝑅𝑒𝐸 ) = (10,1).

149



A.3 Nonlinear regime

The development of the flow and charge dynamics in antiphase instabilities gives rise

to the formation of tip streaming jets during the nonlinear regime. On the other hand, during

in-phase instability, we observe inward and outward jets that intrude the film and the suspending

phase, respectively. Figures A.3 and A.4 show the effect of the mismatch in the different material

properties on the evolution of the emerging jets in each mode.
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Figure A.3. Evolution of the tip streaming jets during antiphase instability as a function of: (a,b)
permittivity ratio in system S4, (c,d) conductivity ratio in system S3, and (e,f) viscosity ratio
in system S5. Left and right columns show the evolution of the tip curvature and vertical tip
velocity, respectively.
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Figure A.4. Evolution of the inward and outward jets during in-phase instability as a function of:
(a,b) permittivity ratio in system S4, (c,d) conductivity ratio in system S6, and (e,f) viscosity
ratio in system S7. Left and right columns show the evolution of the tip curvature and vertical tip
velocity, respectively.
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Appendix B

Differential geometry of curved surfaces

In this section, we provide a summary of the notations and relationships used in the

differential geometry of curved surfaces. Let us consider a two-dimensional surface embedded in

R3 and described by the position vector 𝑟𝑟𝑟 = 𝑟𝑟𝑟 (𝑠1, 𝑠2) in terms of two surface coordinates 𝑠1 and

𝑠2. In this context, Latin indices (e.g., 𝑖, 𝑗 , 𝑘, . . . ) correspond to surface coordinates, meaning

that they can take values of 1 or 2. It is important to note that we will use the Einstein summation

convention throughout our derivations.

The local tangent vectors, and the unit normal vector are respectively given as:

𝑔𝑔𝑔𝑖 =
𝜕𝑟

𝜕𝑠𝑖
= 𝜕𝑖𝑟𝑟𝑟, (B.1)

𝑣𝑣𝑣 =
𝑔𝑔𝑔1 ×𝑔𝑔𝑔2
|𝑔𝑔𝑔1 ×𝑔𝑔𝑔2 |

, (B.2)

where 𝜕𝑖 denotes the partial derivative with respect to 𝑠𝑖. The associated covariant surface metric,

and the curvature tensor are defined as:

𝑔𝑖 𝑗 = 𝑔𝑔𝑔𝑖 · 𝑔𝑔𝑔 𝑗 , (B.3)

𝐶𝑖 𝑗 = −𝜕𝑖𝜕𝑗𝑟𝑟𝑟 · 𝑣𝑣𝑣 = 𝜕𝑗𝑟𝑟𝑟 · 𝜕𝑖𝑣𝑣𝑣. (B.4)

The determinant of the metric 𝑔 = det𝑔𝑖 𝑗 is proportional to the area of the local surface element

via d𝐴 =
√
𝑔,d𝑠1d𝑠2. The inverse of the metric is denoted by 𝑔𝑖 𝑗 , and is defined as 𝑔𝑖𝑘𝑔𝑘 𝑗 = 𝛿𝑖𝑗 ,
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where 𝛿𝑖
𝑗

represents the Kronecker delta. Furthermore, the contravariant tangent basis (𝑔𝑔𝑔1, 𝑔𝑔𝑔2) is

defined as:

𝑔𝑔𝑔𝑖 · 𝑔𝑔𝑔 𝑗 = 𝛿
𝑖
𝑗 . (B.5)

The Levi-Civita tensor of the curved surface is defined as:

𝜖𝑖 𝑗 = 𝑣𝑣𝑣 · (𝑔𝑔𝑔𝑖 ×𝑔𝑔𝑔 𝑗 ), (B.6)

and has skew-symmetric property. It satisfies the following identity:

𝜖𝑖 𝑗 𝜖
𝑗 𝑘 = −𝛿𝑘𝑖 . (B.7)

and is used to express vectorial products of the basis vectors:

𝑔𝑔𝑔𝑖 ×𝑔𝑔𝑔 𝑗 = 𝜖𝑖 𝑗𝑛𝑛𝑛, (B.8)

𝑛𝑛𝑛×𝑔𝑔𝑔𝑖 = 𝜖
𝑗

𝑖
𝑔𝑔𝑔 𝑗 . (B.9)

Using the local tangent basis, we can express vector 𝑎𝑎𝑎, or tensor 𝑇𝑇𝑇 in terms of their

components:

𝑎𝑎𝑎 = 𝑎𝑖𝑔𝑔𝑔𝑖 = 𝑎
𝑗𝑔𝑔𝑔 𝑗 , (B.10)

𝑇𝑇𝑇 = 𝑇 𝑖 𝑗 𝑔𝑔𝑔𝑖𝑔𝑔𝑔 𝑗 = 𝑇𝑖 𝑗 𝑔𝑔𝑔
𝑖𝑔𝑔𝑔 𝑗 . (B.11)

Index Juggling, or the operation of lowering or raising indices are performed using metric tensors:
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𝑎𝑖 = 𝑎 𝑗 𝑔
𝑗𝑖, (B.12)

𝑎𝑖 = 𝑎
𝑗 𝑔 𝑗𝑖, (B.13)

𝑇 𝑖 𝑗 = 𝑇𝑘𝑙 𝑔
𝑘𝑖𝑔𝑙 𝑗 , (B.14)

𝑇 𝑖𝑗 = 𝑇
𝑖𝑘 𝑔𝑘 𝑗 , (B.15)

𝜕 𝑗 = 𝑔 𝑗𝑖 𝜕𝑖 . (B.16)

We note that the partial derivative of a tensor is not a tensor itself. Therefore, one must

use the covariant derivative to obtain a tensor. For a general surface tensor 𝑇 𝑖
𝑗
, the covariant

derivative ∇𝑘 is defined as:

∇𝑘 𝑇 𝑖𝑗 = 𝜕𝑘𝑇 𝑖𝑗 +Γ𝑖𝑘𝑙𝑇
𝑙
𝑗 −Γ𝑙𝑘 𝑗 𝑇

𝑖
𝑙 , (B.17)

The first term on the right-had side represents the rate of chage in the component 𝑇 𝑖
𝑗

while the

last two terms take into account the change of basis. The Christoffel symbols Γ𝑖
𝑘𝑙

and Γ𝑙
𝑘 𝑗

used in

(B.17) are defined as:

Γ𝑖𝑗 𝑘 = 𝑔𝑔𝑔𝑖 · 𝜕𝑘𝑔𝑔𝑔 𝑗 . (B.18)

More comprehensive discussions and derivations related to the geometry of curved

surfaces can be found in [71, 114], as well as other textbooks that cover similar topics in

differential geometry.
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Appendix C

Active drops

C.1 Simulation parameters

Below is the list of all parameters used in our simulations. We observed that changing

the viscosity ratio does not affect the overall behavior of the system.

Table C.1. Non-dimensional parameters used in the simulations of active drops.

𝑙𝑐 𝑎 𝑏 𝑐 𝜁 𝜆 Pe Ca

0.16 −1.33 −1 2 0.5 1 variable variable
0.32 −1.33 −1 1.67 0.5 1 variable variable

C.2 Defect dynamics in spherical active drops

In Sec. 6.5.1, we discussed that the topological defects undergo braiding motion beyond a

critical Peclet number Pe𝑐. During the braiding motion, the average angle 𝛼 exhibits oscillations

between 109.5◦ and 120◦, corresponding to symmetric tetrahedral and planar configurations,

respectively. For relatively small values of Pe > Pe𝑐, the fast-Fourier transform (FFT) of 𝛼

exhibits a single peak, as shown in Fig. C.1. However, as we increase Pe, a second peak emerges

as depicted in Fig. C.2. This indicates the presence of two important time scales in the system

dynamics. At even larger values of Pe, a range of time scales is observed, as illustrated in Fig. C.3,

suggesting highly nonlinear and complex behavior in the active drop. We denote the two most

dominant frequencies obtained by FFT as 𝑓1 and 𝑓2, with 𝑓1 being the most dominant. Figure
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C.4 presents the variations of 𝑓1 and 𝑓2 as functions of Pe.

Figure C.1. (a) Zero-mean oscillations of the average angle, 𝛽 = 𝛼− ⟨𝛼⟩𝑡 (in degrees ◦), for an
active drop with (Ca, 𝑙𝑐, Pe) = (0.01, 0.16, 0.3). Only 38% of the time series is displayed for
better visualization. (b) Corresponding FFT spectrum displaying a single peak frequency 𝑓1,
indicated by a triangle.

Figure C.2. (a) Zero-mean oscillations of the average angle, 𝛽 = 𝛼− ⟨𝛼⟩𝑡 (in degrees ◦), for an
active drop with (Ca, 𝑙𝑐, Pe) = (0.01, 0.16, 0.75). Only 46% of the time series is displayed for
better visualization. (b) The corresponding FFT spectrum displays two peaks, indicated by red
( 𝑓1) and green ( 𝑓2) triangles.

157



Figure C.3. (a) Zero-mean oscillations of the average angle, 𝛽 = 𝛼− ⟨𝛼⟩𝑡 (in degrees ◦), for
an active drop with (Ca, 𝑙𝑐, Pe) = (0.01, 0.16, 3). Only 47% of the time series is displayed for
better visualization. (b) The corresponding FFT spectrum showing a range of important time
scales. The most dominant frequency 𝑓1 is marked by a triangle.

Figure C.4. The first and second most dominant frequencies ( 𝑓1 and 𝑓2) derived from the FFT
analysis of the average angle 𝛼 as a function of Pe and 𝑙𝑐, for an active drop with Ca = 0.01. Each
marker represents a distinct dynamical phase characterized by a specific braiding pattern: golden
(triangle), silver (square), and mix (circle).
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C.3 Energy conservation in a an active drop

Figure C.5. An immersed drop with interfacial activity.

Consider a drop immersed in an immiscible fluid with interfacial activity, as discussed in

Sec. 6.2. The schematic of the problem is depicted in Figure C.5. The total viscous dissipation in

an imaginary box represented by 𝜕𝑉𝑏 is given by:

𝑃𝑣 (𝑡) =
∫
𝑉+∪𝑉−

𝐸 𝑗 𝑘 𝜏𝑘 𝑗 d𝜐 =
∫
𝑉+

2𝜇+𝐸 𝑗 𝑘 𝐸𝑘 𝑗 d𝜐 +
∫
𝑉−

2𝜇−𝐸 𝑗 𝑘 𝐸𝑘 𝑗 d𝜐, (C.1)

where 𝐸 𝑗 𝑘 =
1
2
(
𝜕𝑢 𝑗

𝜕𝑥𝑘
+ 𝜕𝑢𝑘
𝜕𝑥 𝑗

) is the strain rate tensor and 𝜏𝑗 𝑘 = 2𝜇𝐸 𝑗 𝑘 is the Newtonian viscous

stress tensor. By expanding 𝜇±𝐸 𝑗 𝑘𝐸𝑘 𝑗 and simplifying the results using Stokes equation and

incompressibility, we obtain:

𝜇±𝐸 𝑗 𝑘 𝐸𝑘 𝑗 =
𝜇±

2

[
𝜕𝑢 𝑗

𝜕𝑥𝑘

𝜕𝑢 𝑗

𝜕𝑥𝑘
+ 𝜕𝑢𝑘

𝜕𝑥 𝑗

𝜕𝑢 𝑗

𝜕𝑥𝑘

]
(C.2)

=
𝜇±

2

[
𝜕

𝜕𝑥𝑘

(
𝑢 𝑗
𝜕𝑢 𝑗

𝜕𝑥𝑘

)
−𝑢 𝑗

𝜕2𝑢 𝑗

𝜕𝑥𝑘
2 + 𝜕

𝜕𝑥𝑘

(
𝑢 𝑗
𝜕𝑢𝑘

𝜕𝑥 𝑗

)
−𝑢 𝑗

𝜕

𝜕𝑥 𝑗

(𝜕𝑢𝑘
𝜕𝑥𝑘

)]
(C.3)

=
𝜇±

2

[
𝜕

𝜕𝑥𝑘

(
𝑢 𝑗
𝜕𝑢 𝑗

𝜕𝑥𝑘

)
+ 𝜕

𝜕𝑥𝑘

(
𝑢 𝑗
𝜕𝑢𝑘

𝜕𝑥 𝑗

)]
−𝑢 𝑗

𝜕𝑝

𝜕𝑥 𝑗
. (C.4)
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Substituting (C.4) into (C.1) and applying the divergence theorem, we get:

𝑃𝑣 (𝑡) =
∫
𝜕𝑉𝑏

𝑛𝑘
[
𝜇+

(𝜕𝑢 𝑗
𝜕𝑥𝑘

+ 𝜕𝑢𝑘
𝜕𝑥 𝑗

)
− 𝑝𝛿𝑘 𝑗

]
𝑢 𝑗 d𝑠+

∫
𝜕𝑉𝑑

𝑛𝑘
[
𝜇+

(𝜕𝑢 𝑗
𝜕𝑥𝑘

+ 𝜕𝑢𝑘
𝜕𝑥 𝑗

)
− 𝑝𝛿𝑘 𝑗

]
𝑢 𝑗 d𝑠 (C.5)

−
∫
𝜕𝑉𝑑

𝑛𝑘
[
𝜇−

(𝜕𝑢 𝑗
𝜕𝑥𝑘

+ 𝜕𝑢𝑘
𝜕𝑥 𝑗

)
− 𝑝𝛿𝑘 𝑗

]
𝑢 𝑗 d𝑠, (C.6)

where 𝑛𝑘 is the unit normal vector pointing to 𝑉+. Taking the limit of 𝜕𝑉𝑏 →∞ enables us to

determine the total viscous dissipation in space. In this limit, the contribution from the first

integral of (C.5) vanishes, leading us to the following equation:

𝑃𝑣 (𝑡) =
∫
𝜕𝑉𝑑

𝑛𝑘

[ [
𝜇+

(𝜕𝑢 𝑗
𝜕𝑥𝑘

+ 𝜕𝑢𝑘
𝜕𝑥 𝑗

)
− 𝑝𝛿𝑘 𝑗

]
−

[
𝜇−

(𝜕𝑢 𝑗
𝜕𝑥𝑘

+ 𝜕𝑢𝑘
𝜕𝑥 𝑗

)
− 𝑝𝛿𝑘 𝑗

] ]
𝑢 𝑗 d𝑠. (C.7)

Finally, we write (C.7) in terms of the jump in the hydrodynamic traction 𝑓𝑓𝑓 𝐻 as:

𝑃𝑣 (𝑡) =
∫
𝜕𝑉𝑑

𝑓 𝐻𝑗 𝑢 𝑗 d𝑠 =
∫
𝐸 𝑗 𝑘 𝜏𝑘 𝑗 d𝜐. (C.8)

The significance of (C.8) lies in its representation of the total viscous dissipation in space as an

integral over the surface of the drop. Combining (C.8) with the force balance equations (6.6)

and (6.7), we obtain the relationships for 𝑃𝑎 (𝑡) and 𝑃𝑐 (𝑡), which represent active and capillary

powers, respectively:

𝑃𝑣 (𝑡) +𝑃𝑎 (𝑡) +𝑃𝑐 (𝑡) = 0, (C.9)

𝑃𝑣 (𝑡) =
∫
𝜕𝑉𝑑

𝑓𝑓𝑓 𝐻 ·𝑢𝑢𝑢d𝑠, (C.10)

𝑃𝑎 (𝑡) =
∫
𝜕𝑉𝑑

𝑓𝑓𝑓 𝑎 ·𝑢𝑢𝑢d𝑠, (C.11)

𝑃𝑐 (𝑡) =
∫
𝜕𝑉𝑑

−(𝛾2𝐻𝑛𝑛𝑛) ·𝑢𝑢𝑢d𝑠. (C.12)

In (C.12) 𝐻 is the mean curvature and 𝛾 is the surface tension. In the limit of small deformations,

the drop maintains its spherical shape, and the velocity field remains tangential all over the drop
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interface, indicating that 𝑛𝑛𝑛 ·𝑢𝑢𝑢 = 0. As a result, we can conclude that 𝑃𝑐 (𝑡) = 0, resulting in the

following relationship:

𝑃𝑣 (𝑡) +𝑃𝑎 (𝑡) = 0. (C.13)

This relationship means that the active power injected into the system at the interface is dissipated

by viscous effects in the bulk. It is important to note that under finite deformations, the capillary

power 𝑃𝑐 is generally nonzero and could take positive or negative values.

C.4 Active drops under finite deformations

As discussed in Sec. 6.5.2, the active drop reaches an equilibrium state for Peclet numbers

up to Pe𝑒𝑞, under finite capillary numbers. Specifically, we observed that for 𝑙𝑐 = 0.16, the values

of Pe𝑒𝑞 are approximately 5 and 4 under Ca = 0.3 and 0.5, respectively. On the other hand, for

𝑙𝑐 = 0.32, the system reaches a steady state for all Peclet number values studied, i.e., 0 < Pe < 12.

With increasing Pe, the system transitions to a chaotic regime characterized by the creation

and annihilation of defects. Figure C.6 displays snapshots of the nematic field on the drop surface,

during the chaotic regime. We note that Fig. C.6 corresponds to the same system studied in

Fig. 6.8, featuring more time steps for more detailed visualization.
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Figure C.6. Snapshots of an active drop displaying chaotic behavior under a strong activity
and finite deformations. In this regime, new pairs of ±1/2 defects are continuously created and
annihilated. The director field is depicted along with the scalar order parameter as the colormap
for an active drop with (Ca, 𝑙𝑐, Pe) = (0.5, 0.16, 10).
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