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After the golden era of antibiotic discovery, we have been falling behind in 

stocking up our arsenal to fight against bacterial pathogens.  If this trend continues, we 

will eventually return to the pre-antibiotic era and millions of lives will be at risk.  An 

alarming increase in the rate of multidrug resistant pathogens and the lack of new 

antibiotics are a nightmare combination that we have to conquer in order to alleviate the 

current dire situation and regain control over pathogens.  In order to do so, in previous 

years scientists developed many advanced tools to search for new antibiotics.  However, 

there is no simple way to rapidly determine the mechanism of action (MOA) of 

antibiotics, information which is necessary to push an antibiotic through the discovery 
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pipeline.  Here, I will present evidence to show that bacterial cytological profiling (BCP) 

can be used as a powerful tool in MOA studies of antibacterial molecules.  BCP provides 

high resolution by being able to distinguish between different subgroups of compounds 

based on their specific activity. I also demonstrate that BCP is able to identify the MOA 

of an unknown compound, spirohexenolide A, as a membrane active compound that 

rapidly depletes the proton motive force of the bacterial membrane.  Apart from BCP, I 

also explore additional uses of fluorescence microscopy in antibiotic studies.  

Fluorescently labeled antibiotics can be applied to bacterial resistance studies to provide a 

additional evidence about the in vitro resistance mechanism.  Finally, BCP is used to gain 

insight into MOA of an existing antibiotic, polymyxin B.  BCP and other cell biology 

data suggest that, at clinically relevant concentrations, polymyxin B acts upon LPS 

production.  BCP provides a one step assay that can be applied in antibiotic discovery, 

eliminating a key bottleneck of the antibiotic discovery pipeline in how to rapidly 

determine the MOA of antibacterial molecules.  BCP will promptly fill up our arsenal 

and provide us tools to prevent us from going back to the pre-antibiotic era. 
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Chapter 1 
Introduction 
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Golden Age of Antibiotic Discovery 

The discovery of penicillin in the 1930s is, no doubt, one of the greatest 

achievements of mankind and started the “golden era” of antibiotic research that last for 

almost 40 years.  Most of the major classes of antibiotics used today were discovered 

during this time period including sulfonamides, β-lactam, chloramphenicols, 

tetracyclines, aminoglycosides, macrolides, glycopeptides, quinolones and 

streptogramins.  New antibiotics and their derivatives were discovered and introduced to 

the market at the rate of 20-30 new drugs per decade (1, 2). During this era, human life 

span increased significantly, many uncontrollable outbreaks of infectious disease were 

put to stop, and certain common diseases were almost completely eradicated.  Antibiotics 

have come to be used not only for the direct benefits human health, but  also in the 

agricultural industry.  Antibiotics have also been used to control plant diseases and as 

feed additives for livestock to promote increased efficiency of animal growth (3, 4).   

 

The Decline of Antibiotic Research 

During the period from the 1970s to 2000 known as the innovation gap in 

antibiotic discovery (5), the miracle of antibiotic discovery has faded away.  The rate of 

new antibiotics introduced to the market was down to several new items per decade, all of 

which are analogues of the existing ones.  This period is also called the age of medicinal 

chemistry that focused only on improving the existing antibiotics to fight against resistant 

bacteria while the main molecular scaffolds remained the same (5, 6).  For example, the 

the quinolone based scaffold of nalidixic acid was developed into ciprofloxacin which 
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has higher efficiency in pathogen killing, by engineering functional groups around the 

quinolone core to improve cell permeability and binding to the target (5, 6).  This 

engineering strategy worked effectively in fighting against resistant pathogens but not for 

long.  By the 1990s, it became clear that the resistant bacteria finally outpaced the 

development of antibiotics (7).  This spurred the scientific community to refocus on 

finding new classes of antibiotics to avoid millions of people being at risk of untreatable 

infections. 

Since 2000, the antibiotic discovery situation has shown a positive trend due to 

the launch of five new classes of antibiotics, all of which are only effective against Gram-

positive bacteria: 1) Oxazolidinone (Linezoid), 2) Lipopeptide (Daptomycin), 3) 

Pleuromutilin (Retapamulin), 4) Tiacumicin (Fidaxomicin), and 5) Diarylquinoline 

(Bedaquiline) (1, 8, 9). However, there is still an urgent need for new Gram-negative 

antibiotics (8, 10), which are more difficult to develop because the outer membrane 

provides an extra barrier to antibiotic penetration and houses multidrug-resistant pumps 

that can exclude antibiotics from bacterial cells (11–13).  An additional problem in 

finding new antibiotics is the application of the Limpinski’s “rule of five”(14), which 

describes properties of good drugs to be used in humans, on antibiotic screening in many 

pharmaceutical companies in the past (1).  The rule of five is the guideline for a good 

orally active drug including; 1) no more than five hydrogen bond donors, 2) less than ten 

hydrogen bond acceptors, 3) less than 500 Dalton in mass, and 4) an octanol-water 

partition coefficient log P less than five.  Following these rules will hypothetically miss 

potential candidates that can penetrate or permeabilize bacterial membranes (1).  

Nowadays, the rule of five has been improved significantly due to more advance 
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knowledge in high molecular weigh antibiotics and their functions on bacterial 

membrane.  Since the extra membrane of Gram-negative bacteria also causes the 

penetration problem to antibiotics, high dose of antibiotics are required to combat against 

pathogens.  This high level of antibiotics also results in higher toxicity to human cells; 

thus, potential lead compounds often have undesirable side effects in clinical trial leading 

to slower pipeline process (1). 

Despite the need for new antibiotics, the research and development atmosphere in 

the past years has not been encouraging.  Like other drugs, the whole process of 

antibiotic development can take up to 10-15 years.  The first 3-6 years are spent on 

finding potential candidates or lead compounds and identifying their targets.  Only if 

leads are identified, all efforts are put through the first phase can be called antibiotic 

discovery.  Then, the lead compounds will go through an optimization processes, tested 

for efficacy, safety and toxicity in animal models.  The few molecules that pass these 

tests are then tested in humans in FDA approved phase I, II, and III, clinical trials.   

Proceeding through clinical trials takes approximately 6-7 years before scaling up in the 

manufacturing process, adding another year or two to the pipeline (2, 15).  To win 

approval in a clinical trial, compounds have to be proven to be as effective as current 

therapies.  Since antibiotics such as penicillin are extraordinarily effective, the bar is set 

very high for approval of new drugs.  In contrast, many other current medicines, such as 

anti-cancers are rarely as safe and effective, making approval an easier process.  

How much does it cost to get one new drug on the market?  It’s around $800 

million -$2 billion (2).  At one point in time a few years ago, there were only a handful of 

major pharmaceutical companies that were actively pushing antibiotic development 
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forward compared to more than 18 companies in 1990 (9).  This decrease is largely 

accounted for by a combination of the extreme difficulty companies have had in getting 

“winners” approved combined with the high cost of development.  Although topselling 

antibiotics generate revenues of $1 billion dollars per year, economically they 

underperform medicines used for long-term therapies for chronic health conditions that 

are normally administered to patients for years or for life such as pain, diabetes, 

hypertension, or cancer.  However, due to the emergence of antibiotic resistance, the 

decline in pharmaceutical antibiotic research has now reversed. 

 

Antibiotic Resistant Bacteria 

In addition to the lack of novel antibiotics, bacteria have become resistant to 

almost all antibiotics available in the market.  Through million years of evolution, 

bacteria found a way to fight against antibiotics and survived. In fact, they have been 

living among natural antibiotic producers long before we human evolved or discovered 

antibiotics.  Thus, it is not surprise that once we try to kill bacteria with antibiotics they 

become resistant in no time.  The classic case of bacterial resistance is Staphylococcus 

aureus, which appeared in a series of waves (16).  Shortly after the introduction of 

penicillin against S. aureus, it became resistant to penicillin and caused a pandemic 

across many hospitals, the resistant strain known as phage-type 80/81. This S. aureus 

strain is resistant to penicillin because of a plasmid containing penicillinase that can 

disarm penicillin.  Wave 1 of resistance was put to an end due to the introduction of 

methicillin, an improved version of penicillin that is not sensitive to penicilliase. Wave 2 
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of resistance started by the production of an extra copy of PBP2, called PBP2a, which has 

very low binding affinity to methicillin.  As a result, S. aureus became resistant to 

methicillin, MRSA-I.  This time the bacteria used a different strategy from the first 

resistance.  Instead of disarming the antibiotics, they produced an alternative protein that 

cannot be inhibited by the challenging antibiotics. The last two waves were driven by the 

usage of vancomycin and the presence of SCCmec gene. Vancomycin-intermediate or -

resistant S. aureus (VISA or VRSA) became more common in the fourth wave of 

resistance.  Moreover, resistant S. aureus are not restricted to hospitals anymore since the 

fourth wave of resistance brought resistant bacteria to the general community and is 

known as a community-acquired pathogen (CA-MRSA).  

Human activity is one of the major contributions to the increasing number of 

antibiotic resistant pathogens.  Mass production of antibiotics and uncontrolled 

applications are the most noticeable causes (3).  Today, not only are most pathogenic 

bacteria resistant to antibiotics on the market, the old pathogens that were once eradicated 

or put at bay also re-emerged with potential antibiotic resistance.  In the US, over two 

million people had hospital-acquired bacterial infections in 2000, and more than half of 

the cases involved antibiotic resistant bacteria (17).  In 2000, the death toll in the US hit 

100,000 people per year and over two millions world wide due to bacterial infections (2, 

18). The mortality rate of patients infected with these multi-resistant pathogens is as high 

as 50%-80%. This alarming rate of infection not only affects individual patients, but also 

the whole community. The cost of healthcare has increased greatly in the last decade, in 

part due to extra costs associated with treating multidrug resistant infections and the 

procedures to prevent the spread of hospital-acquired infections (19). Moreover, as the 
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world has become smaller and every place is connected by convenient transportation, the 

spread of multi-drug resistant bacteria is easier than ever before (20).  Altogether, there is 

an urgent need for novel antibiotics to curb worsening infection situations.  To do so, 

scientists have to develop more efficient ways to search or screen for antibacterial 

molecules that show potential of becoming usable antibiotics.  

  

Antibiotic screening 

What defines an antibiotic? Is it anything that kills bacteria or stops bacterial 

growth?  Practically, the answer is no. One of the most important factor that defines 

whether a molecule of interest is a potential antibiotic or not is the mechanism of action 

(MOA) of the molecule. Potential antibiotics must selectively inhibit targets found only 

in bacteria without interfering any eukaryotic homologs, and with no or minimum 

toxicity to human (1). While hundreds of proteins conserved among bacteria can be used 

as potential targets, there are only 6 major clinically validated targets used today 

including cell wall synthesis/peptidoglycan synthesis, protein synthesis, DNA replication, 

RNA transcription, folate synthesis, and membrane integrity (5).  Knowing the target of 

antibacterial molecules is crucial for understanding how they kill bacteria, as well as the 

mechanisms by which resistance can arise (7, 8).  It is relatively easy to determine if 

molecules exhibit antibacterial activity or not by simply performing an empirical test.  

However, determining MOA is very challenging and can slow down the whole antibiotic 

discovery pipeline (8).  
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There are two major types of antibiotic screening, both of which give MOA 

information, target-based screening and whole cell screening (15). Briefly, target-based 

in vitro screening approaches identify compounds that are active against specific bacterial 

proteins in vitro.  These approaches have an advantage in that the likely targets of 

molecules are known from the screening, but suffer from the high possibility that many 

compounds obtained from the screening have no biological activity. Whole cell screening 

approaches, on the other hand, yield compounds with antibiotic capability, but many 

compounds from the screen are generally nuisance compounds that are nonspecific toxins 

to cell such as lipophilic or positively charged molecules.   

Recently, target-based screening has been propelled by genomic and 

bioinformatics data.  With genomic data in hand, scientists can explore bacterial genomes 

and find new targets (21, 22). Generally, a process starts with finding homologs of 

essential genes across multiple species of bacteria of interest.  Candidate essential genes 

are confirmed by allelic replacement or deletion.  Absence of growth in organisms 

lacking the target genes strongly suggests that the genes are essential.  In contrast, they 

are non-essential if the organism can grow without them, thus have traditionally been 

ignored as uninteresting targets (15).  Under- or overexpression of target genes also plays 

a role in target identification of antibacterial molecules. Decrease of target gene 

expression typically sensitizes organisms to molecules hitting that pathway, while 

overexpression often results in resistance (8).  However, reduction of one gene can effect 

other genes which can give misleading results (8, 23).  A classic case of target-based 

screening is a study done by GlaxoSmithKline (GSK) during 1995-2001 (15).  They 

evaluated more than 300 essential genes across many bacterial species (E. coli, S. aureus, 
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S. pneumonia and H. influenza) against the SmithKline Beecham compound collections 

(~260,000-530,000 compounds) through the total of 70 high throughput screening (HTS). 

Outcomes were not impressive. Only 16 HTS gave rise to hits and a total of 5 lead targets 

were obtained: PDF, FabI, FabH, MetRS and PheRS.  Moreover, since the screens were 

based on a narrow selection of bacterial species, the leads were also narrow-spectrum.  

Highly selective antibiotics are not always unappreciated A positive side of species-

specific antibiotics is that they have fewer gastrointestinal side effects since they do not 

wipe out the normal flora of the human body unlike broad-spectrum antibiotics (1, 24). 

Since hits from target-based screens frequently fail to exhibit biological activity,, 

old-fashioned empirical screens or whole cell screening is important in finding potential 

leads.  A critical step in order to advance hits to leads is understanding the MOA of 

molecules (15). Generally, many different assays are needed to test if the molecule of 

interest inhibits any major pathways..  One of the most popular methods, also considered 

as the gold standard in MOA determination is the macromolecular synthesis method 

(MMS).  MMS method uses radioactively labeled building blocks of the five major 

pathways to test if any of them are inhibited, including protein, RNA, DNA, lipid, or 

peptidoglycan synthesis (25, 26).  However, this method has several drawbacks.  First, 

molecules that immediately kill cells, such as nisin or other membrane active agents,  are 

all grouped as non-specific inhibitors despite having a unique MOA.  Second, since 

MMS focuses on only five major pathways, the method fails to identify the MOA for 

compounds with other biological targets. As mentioned earlier, finding new targets is 

more important than finding new molecules that inhibit the same target.  Also, MMS 
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lacks an ability to distinguish between molecules that inhibit different steps of the same 

pathway since the interpretation of MMS data is based on an end-point result.   

To overcome drawbacks of MMS, many alternative whole cell screening methods 

have been introduced and adopted (8).  The –omic methods are one of the popular 

choices for  (27) trying to understand how antibiotics work, thanks to more affordable 

sequencing technology and more user-friendly bioinformatics software.  Briefly, standard 

expression patterns of known antibiotics are created, and unknown molecules expression 

patterns are then compared with the existing database suggesting which group of 

antibiotics the unknown molecules fall into (8, 27, 28). This –omic strategy can be 

combined with other methods, such as collections of specialized strains, 

hypersensitization (23, 29), overexpression (30) and stress response assays (31).  All of 

these additional arrays are reported as useful ways to help identify the MOA of unknown 

molecules.  Like other big-data analysis, although these methods provide a huge amount 

of information and clues or tendencies of likely targets of the molecules, -omic methods 

frequently fail to identify the exact targets of the molecules, since many different types of 

of inhibition can trigger the similar or overlapping cellular stress responses.  Moreover, 

results from –omic experiments are very complicated and experts are needed to interpret 

the results correctly. 

Isolating resistant mutants is a more conventional and simple method to identify 

the MOA of antibacterial molecules.  To do so, organisms are grown on low level of 

antibacterial molecules for several generations and the resistant mutants are isolated.  

Simple genetic approaches can be used to identify mutations in the target genes which 
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provide the information of possible targets of the molecules of interest (32–35). A classic 

case for this method is the identification of penicillin binding protein (PBP) as a target of 

β-lactams.  However, a common problem of this method is the presence of suppressors in 

organisms.  Bacteria always find a way to adapt to new environments and maintain their 

fitness level in order to survive; thus, suppressors in genes not directly targeted by the 

drug can emerge to support the growth of bacteria.  For example, mutations that lead to 

upregulation of efflux pumps can provide resistance to many antibiotics.  All in all, 

mapping resistant mutants is very useful and simple in identifying the target of molecules 

only if the mutations land directly on the target gene. 

Each of the above assays has its own disadvantages that can limit its utility when 

used alone.  Thus, multiple methods are needed in order to correctly identify the MOA of 

molecules.  Genetic methods provide very in-depth information of targets, most of the 

time into the amino acid residue involved in the interaction between the molecule and 

target.  Over- or underexpression arrays approaches provide additional sets of data that 

strongly support the MMS technique. As mention earlier, the -omic methods provide 

unbiased big picture views of an organism’s physiologic responses to molecules since 

there is no defined set of targets to be measured before hand.  Running multiple types of 

assays requires the large amounts of compound; however, newly isolated molecules are 

usually available in very small amounts which prevents their being used in many of these 

existing methods until their production has been scaled up.  Thus, to date, there is no 

single, simple assay to rapidly and accurately determine the MOA of a newly isolated 

compound. 
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The study of fluorescently labeled antibiotics is becoming more popular due to 

advances in fluorescence microscopy that allow scientists to visualize live antibiotic 

actions like never before.  In the case of daptomycin (36), a cyclic lipopeptide produced 

by Streptomyces roseosporus, it is suggested by many lines of evidence that daptomycin 

inserts into the membrane and then aggregates thereby disrupting membrane fuction. and 

Then, the aggregated daptomycin can create holes in the membrane that lead to the 

leakage of ions and eventually cell death. By using fluorescently labeled daptomycin, it 

was shown that daptomycin colocalized with an essential cell division protein DivIVA 

(37).  This new finding opens up a whole new hypothesis of daptomycin MOA and also 

other lipopeptide antibiotics. Fluorescently labeled antibiotics can provide very concrete 

evidence to directly support models for the MOA of molecules. Fluorescence microscopy 

in antibiotics study has a very high potential in the future for becoming a standard 

method in antibiotic study. 

 One of the milestones of fluorescence microscopy in drug discovery was 

established in 1999.  Scientists used fluorescent macromolecular probes that can follow 

or tag different pathways in the cells to study molecules inhibiting eukaryotic cell growth 

(38).  Later, this method, cytological profiling, had been cultivated and used as the 

screening method for eukaryotic drugs (39).  Briefly, a fluorescence microscope was used 

to capture images of cells treated with different molecules and probed with pathway-

specific fluorescent probes to visualize cytoskeletal proteins, motor proteins, subcellular 

compartments, the nucleus, and other subcellular structures.  Then, collected images were 

analyzed based on different parameter such as probes intensity, position within the cell or 
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general cell morphology. Like other phenotypic profiling methods, the cytological 

profiling method needs a set of standard molecules of known MOA to be able to compare 

with unknown molecules.  Overall profiles from the molecules of interest were then 

compared to the training set of standard compounds and scored based on an over all 

similarity; thus, molecules with the same or similar MOA were grouped together.  

 In the next several chapters I will cover the development and applications of 

bacterial cytological profiling (BCP) in antibiotic screening and MOA study. Chapter 2 

covers the development of bacterial cytological profiling that rapidly identifies the 

mechanism of action of antibiotics and unknown molecules. In chapter 3, I demonstrate 

the use of fluorescently labeled antibiotics in the study of antibiotic resistance of the 

pathogen E. faecalis.  In chapter 4, I apply fluorescence microscopy to understand the 

function of polymyxin B in outer membrane biosynthesis.  Finally, in Chapter 6 I discuss 

the current usages and limitations of bacterial cytological profiling method and also its 

future in antibiotic discovery. 
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Identifying the mechanism of action for antibacterial compounds
is essential for understanding how bacteria interact with one an-
other and with other cell types and for antibiotic discovery efforts,
but determining a compound’s mechanism of action remains a se-
rious challenge that limits both basic research and antibacterial
discovery programs. Here, we show that bacterial cytological pro-
filing (BCP) is a rapid and powerful approach for identifying the
cellular pathway affected by antibacterial molecules. BCP can dis-
tinguish between inhibitors that affect different cellular pathways
as well as different targets within the same pathway. We use BCP
to demonstrate that spirohexenolide A, a spirotetronate that is
active against methicillin-resistant Staphylococcus aureus, rapidly
collapses the proton motive force. BCP offers a simple, one-step
assay that can be broadly applied, solving the longstanding prob-
lem of how to rapidly determine the cellular target of thousands
of compounds.

antibiotic resistance | drug screening | pharmacology | susceptibility |
high throughput

Bacteria grow in complex communities where they are con-
stantly exposed to molecules secreted by neighboring cells.

Molecules that kill bacteria or strongly inhibit their growth are
important evolutionary forces that determine the outcomes of
bacterial interactions with each other and with host immune
defenses (1–5). For example, secreted antibacterial compounds
contribute to the overall composition and organization of com-
plex microbial communities (5) while a variety of antimicrobial
compounds produced by the innate immune system help to keep
pathogens at bay (6). Identifying antimicrobial molecules and
their cellular targets is essential for understanding how bacteria
interact with one another and with other cell types (5). Knowledge
of a molecule’s mode of action is also important for understanding
how these molecules evolve, as well as the mechanisms by which
resistance can arise (7, 8). Due to the extensive use of antibiotics in
the clinic, pathogenic bacteria have evolved resistance to nearly
every known class of antibiotic, creating an urgent need for mol-
ecules with unique mechanisms (8, 9). Although it is relatively easy
to identify molecules with antibacterial properties, determining
their mechanism of action (MOA) is a notoriously difficult task
that is essential for advancing hits through the discovery pipeline
(8). Traditionally, a variety of assays are performed to determine
whether one of five basic pathways is inhibited. These efforts
typically begin with macromolecular synthesis (MMS) assays
that use radioactively labeled precursors to determine whether
a compound specifically inhibits protein, RNA, DNA, lipid, or
peptidoglycan synthesis or whether it blocks all simultaneously
(10). Although MMS is widely used throughout the pharma-
ceutical discovery community, it has several drawbacks. First,
compounds that rapidly kill cells, such as bleach and nisin, are
grouped within the sixth category of “all hitter,” even though
they have different mechanisms of action. Second, it can identify
only a very small fraction of the total number of potential mech-
anisms of action. Third, in most cases, MMS assays cannot dis-
tinguish between inhibitors that effect different steps of the same
pathway. Finally, MMS assays are relatively slow. Therefore,

MMS assays suffer from low resolution, low accuracy, and
relatively low throughput.
To overcome the shortcomings inherent in MMS assays, sev-

eral alternative methods for determining MOA have been de-
veloped (8), including isolating resistant mutants, transcriptional
profiling, using a collection of strains that are sensitized to
hundreds of pathways, or using species with different resistance
properties (11–17). Each of these approaches is complementary
to each other and has unique advantages. The genetic approach
is often able to identify the molecular target of an antibiotic, the
specific amino acid residues important for its interaction and the
frequency with which resistance occurs. The sensitized and re-
sistant strain methods can also identify specific cellular targets,
providing much higher resolution than MMS. Transcriptional
profiling offers the advantages of providing insights into the
pathways that are inhibited as well as the physiological responses
to antibiotic stress.
Despite many advantages, these approaches also have draw-

backs that have limited their utility. The genetic approach and
transcriptional profiling are relatively slow and for many anti-
biotics fail to correctly identify the molecular target. The sensi-
tized and resistant-strain methods suffer from requiring a large
number of specialized strains to be assayed at various concen-
trations of antibiotic. These methods also require substantial
amounts of purified compound, yet newly isolated lead com-
pounds are often available in very small quantities. Thus, to date,
there is no single, simple assay to rapidly and accurately de-
termine the MOA for a newly isolated compound. Here, we
demonstrate that bacterial cytological profiling (BCP) can
discriminate between antibacterial compounds with different
MOA and accurately predict the MOA of newly isolated com-
pounds, an approach similar to cytological profiling of eukaryotic
cells (18, 19). We previously used fluorescence microscopy to
discriminate between compounds that have different effects on
the bacterial cell envelope (20). Here, we more broadly apply
BCP to a library of antibacterial compounds that target many
of the clinically relevant pathways in Gram-negative bacteria and
to a molecule with an unknown MOA (Table S1).

Significance

Some bacteria have evolved resistance to nearly every known
class of antibiotic, creating an urgent need for new ones that
work by different mechanisms. However, there has been no
simple way to determine how new antibiotics work. We have
developed a unique method that provides a shortcut for un-
derstanding how antibiotics kill bacteria. This method can be
used to sift through compounds to rapidly identify and charac-
terize antibiotics that work against multidrug-resistant pathogens.
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Results
Categorizing Inhibitors of Five Major Biosynthetic Pathways.We first
sought to determine whether BCP can distinguish between
inhibitors of the five major pathways assayed by MMS (trans-
lation, transcription, DNA replication, lipid synthesis, and pep-
tidoglycan synthesis). In Fig. 1A, we show cells that have been
treated for 2 h with one inhibitor from each class (tetracycline,
rifampicin, ciprofloxacin, triclosan, and ampicillin) at 5× the
minimal inhibitory concentration (MIC). Cells in each category
had strikingly different morphologies, demonstrating that com-

pounds targeting different pathways generated unique cyto-
logical profiles. Notable among these is tetracycline, which pro-
duced toroidal chromosomes in wide cells, and rifampicin, which
produced decondensed chromosomes in wide cells. To quantita-
tively analyze these results, we performed the experiments in
triplicate, measured cell morphologies resulting from treatment
with each antibiotic (Tables S2 and S3), and performed principal
component analysis (PCA) to categorize cells with similar mor-
phologies. As shown in Fig. 1B and Fig. S1, each of the five cat-
egories of antibiotics was quantitatively separated from each other

Fig. 1. Bacterial cells treated with inhibitors targeting one of five major biosynthetic pathways (DNA, protein, RNA, peptidoglycan, lipid) have unique cy-
tological profiles. (A) E. coli cells were treated with 5x MIC of each antibiotic for 2 h and stained with FM4-64 (red) and DAPI (blue). (Scale bar, 1 μm.) (B) A 3D
PCA graph using PC1 (59.80%), PC2 (18.23%), and PC3 (10.06%). Variables that contribute to each principal component (PC) are summarized in Fig. S1. Each
antibiotic is color coded with three replicates shown. Three independent cultures of bacteria were treated with each antibiotic, and cell morphologies were
measured as described in Materials and Methods.

Fig. 2. Cytological profiling of translation and DNA
replication inhibitors. (A and B) Images of cells
treated with protein translation inhibitors (A) were
used to construct profiles that divided them into
three subclasses (P1–P3) (B). (C and D) DNA replica-
tion inhibitors formed four subclasses (D1–D4).
Subclass D4 is distinguishable from D1 by plotting
PC1 versus PC3 (D, Lower graph). The boundaries of
the subgroups (boxes) were determined empirically
from the training set using compounds with known
mechanisms of action and the Euclidean distance
cluster map shown in Figs. S2E and S3D. In all
images, cell membranes are stained with FM4-64
(red), DAPI (blue), and SYTOX green (green). SYTOX
green brightly stains only cells with permeabilized
membranes and is absent from most images. (A)
Kanamycin generates two types of profiles in
a mixed population. Therefore, two fields are
shown. Left shows altered DNA morphology (i), the
Right two panels (ii) show the same field of cells
with altered membrane permeability (ii, Center,
FM4-64 and DAPI; ii, Right, FM4-64 and SYTOX
green). (Scale bar, 1 μm.) Details of PCA graphs B
and D are provided in Figs. S2 and S3, respectively.
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and replicates clustered closely together, demonstrating that cy-
tological profiles for these compounds were reproducible. Thus,
BCP can rapidly and quantitatively discriminate between the five
major classes of antibiotics assayed by MMS.

Detection of Inhibitor Subclasses by BCP. To determine whether
cytological profiles were conserved across different mechanistic
classes of protein-synthesis inhibitors, we examined eleven dif-
ferent inhibitors belonging to eight structural classes that have
a variety of biochemical effects on the ribosome. We found that
we could clearly distinguish three subclasses of protein-synthesis
inhibitors that have distinct biochemical mechanisms of action
(Fig. 2 A and B and Fig. S2). Subclass P1 inhibitors, which are
defined from the training set as box P1 in Fig. 2B and Fig. S2E,
completely block peptide elongation [e.g., tetracycline (Fig. 1A)
and chloramphenicol (Fig. 2A)] and produce toroid-shaped
chromosomes and wide cells. Subclass P2 inhibitors, which in-
clude most of the aminoglycosides, are thought to both promote
mistranslation and effect membrane permeability (21). In keeping
with these two proposed MOA, each subclass P2 inhibitor pro-
duced two distinct cell populations: (i) those with altered chro-
mosome morphology and (ii) those with altered membrane
permeability (Fig. 2A). The one notable exception was the ami-
noglycoside hygromycin B, which inhibits chain elongation (22) and
falls in subclass P1. The subclass P3 inhibitor puromycin causes
premature chain termination and formed a distinct category on the
PCA plot (Fig. 2B). Thus, BCP can discriminate between mole-
cules that have a similar structure but different effects on trans-
lation. It can also cluster molecules that have different structures
but the same MOA and identify individual molecules (such as the
aminoglycosides) that have more than one MOA.
Inhibitors of DNA gyrase, topoisomerase II, DNA inter-

calating agents, and DNA cross-linking agents fall into a single

group as DNA replication inhibitors in MMS assays (10, 23, 24).
To determine whether BCP could provide more detailed in-
formation on DNA synthesis inhibitors, we profiled five com-
pounds belonging to four structural classes that interact with
different cellular targets. We found that BCP could identify four
subclasses that correlated with their MOA (Fig. 2 C and D and
Fig. S3). Compounds that primarily target the GyrA subunit of
DNA gyrase (ciprofloxacin, nalidixic acid) generated a reproducibly
distinct profile (D1) from novobiocin (D2), which targets the GyrB
subunit. The intercalating agent daunorubicin (D3) and the DNA
cross-linker mitomycin C (D4) also formed separate subclasses.
These groups have related profiles that can be distinguished by
using three principal components in the analysis (e.g., D4 versus
D1–D3, Fig. 2D, Lower and Fig. S3D).
We next profiled a variety of cell-wall synthesis inhibitors,

membrane-active compounds, lipid-biosynthesis inhibitors (Fig. 3
and Figs. S4 and S5), and transcription and nucleotide-synthesis
inhibitors (Fig. S6). We found that all tested antibiotics targeting
different cellular pathways generated reproducibly distinct pro-
files. Cell-wall synthesis inhibitors fell into three different groups
(Fig. 3 A and B) depending on whether they inhibit the availability
of peptidoglycan precursors (C1), inhibit lateral cell-wall synthesis
either by preferentially inhibiting PBP2 or by inhibiting MreB
(C2), or whether they target PBP3 involved in cell division (C3).
Compounds that interfere with membrane bioenergetics (Fig.

3 C and D and Fig. S5) fell into four distinct categories based on
their MOA, including the monovalent and divalent cation shut-
tles (M1 and M2, respectively), proton gradient dissipators (M3),
and a pore-forming molecule (M4). These four categories were
also distinct from inhibitors of lipid biosynthesis (L1). The pro-
files generated by the RNA transcription inhibitors actinomycin
D and rifampicin were also distinct from other classes of anti-
biotics and formed two subclasses (R1 and R2, Fig. S6).

Fig. 3. Cytological profiling of cell-wall and lipid biosynthesis inhibitors. (A and C) Bacterial cells were treated with each cell-wall synthesis inhibitor (A), lipid
biosynthesis inhibitor (C), and membrane active compounds (C), stained with FM4-64 (red) and DAPI (blue). (Scale bars, 1 μm.) (B) PCA graph showing PC1
(58.29%) and PC2 (15.85%), using unweighted variables from the cell-wall synthesis inhibitors, which form three subclasses (C1–C3). (D) A 3D PCA graph, PC1
(47.27%) and PC2 (23.59%) and PC3 (10.39%), using unweighted variables from membrane active compounds and lipid biosynthesis inhibitors. Variables
contributing to each PC are summarized in Figs. S4 and S5. The boundaries of the subgroups (boxes) were determined empirically from the training set using
compounds with known MOA and the Euclidean distance cluster map shown in Figs. S4E and S5D.
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Our results demonstrate that all compounds that target different
cellular pathways generate quantitatively distinct cytological
profiles. To determine whether we could use these profiles to
identify the cellular pathways targeted by a collection of antibiotics,
we performed a double-blind BCP experiment. A total of 18 dif-
ferent known compounds were blinded and placed into three
separate groups of 10, and then each group was separately profiled

against Esherichia coli. Based solely on the cytological profile
generated after drug exposure, we were able to correctly assign all
30 independently tested compounds to the correct cellular target
(Table S4). This test confirmed our conclusion that bacterial cyto-
logical profiling is a rapid and powerful approach for determining
the cellular pathway targeted by molecules even when their
molecular identities are unknown.

Fig. 4. Spirohexenolide A MOA determination by BCP. (A) Bacterial cells treated with spirohexenolide A and nisin were stained with FM 4–64 (red) and DAPI
(blue). (B and C) Cells treated with spirohexenolide A clustered with nisin (M4). (B) A 3D PCA graph, PC1 (46.56%) and PC2 (22.45%) and PC3 (11.76%), using
unweighted variables from membrane active compounds, lipid biosynthesis inhibitors, and spirohexenolide A. (C) Cluster map of spirohexenolide A, using
PC1, PC2, and PC3 values from the PCA. (D) Bacterial cells treated with an energy poisoning agent DNP, a pore-forming molecule nisin, and spirohexenolide
A for various times, stained with FM 4–64 (red) and SYTOX Green (green). SYTOX Green intensity was normalized to the brightest sample. (E) A graph of the
normalized average SYTOX Green intensity per pixel of cells treated with each antibiotic for 10, 30, 60, and 120 min. Approximately 1,000 cells total were
measured. (F) PMF assay using DiBAC4(5) stained E. coli. Cells were treated for 10 min with spirohexenolide A (red) or nisin (blue) and subjected to flow
cytometry. A total of 10,000 cells were counted.
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Identifying the Mode of Action of Spirohexenolide A. We next used
BCP to provide information on the MOA of spirohexenolide A
(Fig. S7A) (25), a spirotetronate natural product with a pre-
viously unknown MOA that kills mammalian cells, Gram positive
bacteria, including MRSA, as well as the E. coli lptD4213 mutant
(26). Although spirohexenolide A was recently reported to in-
hibit human macrophage migration inhibitor factor (hMIF), it
likely has a different target in bacterial cells because bacteria do
not contain hMIF (27). Spirohexenolide A-treated cells had an
overall profile identical to nisin-treated cells (Fig. 4 A–C and Fig.
S7), suggesting that spirohexenolide A has an MOA similar to
nisin. Nisin binds lipid II and rapidly forms pores in the mem-
brane (28) so we tested whether spirohexenolide A compromised
membrane integrity using the membrane-impermeable DNA
stain SYTOX Green, which cannot enter intact cells. Both nisin-
and spirohexenolide A-treated cells showed increased SYTOX
Green fluorescence intensity within 10 min of antibiotic exposure
(Fig. 4 D and E), suggesting that spirohexenolide A rapidly
permeabilized the cell membrane. Nisin also collapses the proton
motive force (PMF) of bacteria (29) so we used the PMF sensitive
dye DiBAC4(5) and Fluorescence-Activated Cell Sorting (FACS)
to determine whether spirohexenolide A collapses the PMF (20,
30). Immediately upon addition of spirohexenolide A, cells were
rapidly permeabilized and showed high fluorescence intensity of the
DiBAC4(5) PMF dye, identical to nisin-treated cells (Fig. 4F),
suggesting that spirohexenolide A rapidly depletes PMF. Thus,
spirohexenolide A likely acts by disrupting the cytoplasmic
membrane.

Discussion
Cytological profiling in eukaryotic cells relies upon measuring
a large number of cytoskeletal markers (18). Because bacteria
are 100 times smaller than the typical eukaryotic cell and lack all
of the organelles and markers used in those studies, it has long
been assumed that cytological profiling could not be applied to
bacteria. Here, we show that BCP is a simple, one-step assay that
provides an immensely powerful approach for identifying the
cellular pathways targeted by molecules, a key step in de-
termining the MOA. BCP has many advantages over other
approaches: it is faster, provides higher resolution for identifying
more pathways, and can be performed in very small (microliter
scale) culture volumes. BCP also does not require a set of spe-
cialized strains like many other methods (13–17). Because a sin-
gle BCP experiment is sufficient to identify the cellular pathway
targeted, the BCP workflow is simple and can be performed in high
throughput. BCP can therefore be used for primary screening of
compounds to identify molecules that target specific cellular
pathways without the need for slow and labor-intensive analysis.
Because one can easily monitor changes in cell morphology after
exposure to various concentrations of different molecules (Fig. 5),
BCP high-throughput screening (BCP-HTS) does not require
growth inhibition data, such as MIC or viable cell counts, before
screening. This advantage makes the method suitable for primary
whole-cell screening of newly made libraries. The power of inter-
preting cytological profiles increases over time as more molecules
with known mechanisms of action are characterized. When com-
pounds with completely unique cellular targets are profiled, they
will form unique categories and might be given high priority for
further analysis. Because bacteria have evolved resistance to nearly
all known antibiotics, identifying molecules with different mecha-
nisms of action is of high priority.
One limitation of BCP is that it does not identify the precise

molecular target and is therefore complementary to approaches
such as isolating resistant mutants or screening a large col-
lection of sensitized strains. In addition, newly isolated com-
pounds that represent the first known inhibitors of a pathway
will require additional experimental methods to determine
and validate their targets.
Why does BCP work? A bacterial cell is built by thousands of

enzymes working in unison. We speculate that the various
pathways are largely uncoupled by checkpoints so inactivating
a single essential enzyme reduces one key product, while the rest
of the cell continues to replicate, leading to unique cell-shape
changes in response to each specific challenge. In nearly all
cases, the cytological profiles produced in response to antibiotics
can be explained in terms of their physiological effects. For ex-
ample, compounds that block translation lead to chromosome
compaction due to the interference with coordinated translation
and insertion of proteins into the membrane (31, 32) whereas
compounds that block transcription lead to chromosome
decondensation due to the absence of active RNA polymerase
(33). BCP takes advantage of the paucity of cell-cycle check-
points in bacteria and the advent of high-resolution imaging to
allow the rapid identification of the cell pathway affected by
thousands of compounds, eliminating a longstanding bottleneck
in academic programs and in antibiotic discovery programs. BCP
can be applied to a wide range of studies that involve compounds
that kill bacteria, including studies of the innate immune system,
complex microbial communities, evolution of antibiotics and
mechanisms of resistance, as well as efforts to find antibiotics
that are active against multidrug resistant bacteria.

Materials and Methods
Strain and Antibiotics. E. coli lptD4213 was used in this study (26). Forty-one
antibiotics were used that include 26 structural classes of antibiotics used in
the clinic (Table S1). Solutions of antibiotics in Table S1 were prepared using
the recommended concentrations and solvents from the manufacturers.

Minimal Inhibitory Concentration Determination. Minimal inhibitory concen-
tration (MIC) data shown in Table S1 were determined by the microdilution

Fig. 5. Bacterial cytological profiling high-throughput screening (BCP-HTS).
Bacterial cultures are grown in 96-well plates in the presence of different
concentrations of antibacterial molecules. At specified time points, treated
cultures are transferred to a microscopic 96-well plate, and images are col-
lected using a fluorescence microscope. All stored images can be analyzed in
batch using automated image analysis software and compared with an
existing profile database to identify the target. Compounds with completely
unique cellular targets will form distinct categories that will be high priority
for further analysis. The power of the analysis increases over time as more
molecules with known mechanisms of action are characterized.
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method (34). Overnight cultures of E. coli were diluted 1:100 into LB medium
and grown at 30 °C to an OD600 of 0.2 (early exponential phase). Expo-
nential-phase cell cultures were diluted 1:100 into the LB medium containing
different concentrations of each antibiotic in a 96-well plate. MIC was
obtained after an overnight incubation at 30 °C.

Fluorescence Microscopy. Exponential-phase cell cultures were treatedwith 5x
MIC and grown in a roller at 30 °C. Treated cultures were harvested after 2 h
and stained with 1 μg·mL−1 FM4-64 (35), 2 μg·mL−1 DAPI, and 0.5 μM SYTOX-
Green (Molecular Probes/Invitrogen). Cultures were then centrifuged at
3,300 × g for 30 s in a microcentrifuge and resuspended in 1/10 volume of
the original cultures. Three microliters of concentrated cells were transferred
onto an agarose pad containing 1.2% agarose and 20% LB medium for
microscopy. Microscopy was performed as previously described (20). Expo-
sure time of each wavelength was the same throughout every experiment
included in the statistical analysis of all training sets of antibiotics.

Cytological Profiling. Cell morphology was measured by the ImageJ v1.46
according to the analyze tool parameters. Briefly, polygons were drawn on an
experimental field using membrane or nucleoid as a guide to measure
area (μm2), perimeter (μm), length (μm), width (μm), and circularity of both
membrane and nucleoid. Performing on nondeconvolved images, average
DAPI and SYTOX Green intensity per pixel was determined using the
membrane outline, and then subtracted by its own background intensity.
Finally, DAPI and SYTOX Green intensity of treated cells was normalized by
untreated cells intensity of the same set of experiments, making intensity
data from different experimental sets comparable. Decondensation of the nu-
cleoid was defined by the ratio of corrected nucleoid area and membrane area.

Statistical Analysis. Cell-morphology parameters in Tables S2 and S3 from
each antibiotic were obtained from three or more independent experi-
ments. The deviation shown in Tables S2 and S3 represents the SEM. Pro-
filing data were obtained from, if possible, every cell in the imaging fields (n
> 30 for the elongated cell phenotype, n > 50 for the others). Variables
reduction was performed using a Principal Component Analysis (PCA) from
the XLSTAT (version 2012.5.01) program on Microsoft Excel for Mac 2011
(version 14.1.0). Spearman’s rank correlation and unweighted variables were
used in PCA. Clustering of each subclass was performed using the Euclidean
distance (average linkage) method on MultiExperiment Viewer (v4.7.3). The
boundaries of the subgroups (boxes) drawn on the PCA graphs were de-
termined empirically from the training set using compounds with known
MOA and a Euclidean distance cluster map.

Double-Blind Tests. Eighteen antibiotics targeting different pathways and
two controls (water and DMSO) were included in a double-blinded BCP ex-
periment. Samples were divided into three sets containing 10 compounds in
each set and relabeled as A1–A10, B1–B10, and C1–C10. Both the tester and
the administrator were not aware of what compound belonged to which
subclass of antibiotic, and each set was tested independently.

Flow Cytometry. Analysis of the E. coli proton motive force (PMF) by flow
cytometry was carried out as described in ref. 20. Cell cultures were treated
with spirohexenolide A or nisin at 30 °C for 10 min.
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Fig. S1. (A) Principal component analysis (PCA) graphs using unweighted variables: PC1 (59.80%), PC2 (18.23%), and PC3 (10.06%). (B) Diagrams of corre-
lations between variables and factors (PC). (C) A scree plot of eigenvalue and cumulative variability (%) of all factors.
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Fig. S2. PCA and clustering of protein-translation inhibitors. (A) Escherichia coli cells were treated with each protein-translation inhibitor and stained
with FM4-64 (red) and DAPI (blue). (Scale bar, 1 μm.) (B) A 3D (Upper) and a 2D (Lower) PCA graph using unweighted variables: PC1 (41.17%), PC2 (26.39%),
and PC3 (12.83%). (C) Diagrams of correlations between variables and factors (PC). (D) A scree plot of eigenvalue and cumulative variability (%) of all factors in
the protein-translation inhibitors PCA. (E) Cluster map of the protein-translation inhibitor training set, using PC1, PC2, and PC3 value from the PCA.
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Fig. S3. PCA and clustering of DNA replication inhibitors. (A) A 3D PCA graph using unweighted variables: PC1 (59.83%), PC2 (17.73%), and PC3 (13.83%). (B)
Diagrams of correlations between variables and factors (PC). (C) A scree plot of eigenvalue and cumulative variability (%) of all factors in the DNA replication
inhibitors PCA. (D) Cluster map of the DNA replication inhibitor training set, using PC1, PC2, and PC3 value from the PC.
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Fig. S4. PCA and clustering of cell-wall synthesis inhibitors. (A) E. coli cells were treated with each cell-wall synthesis inhibitor and stained with FM4-64 (red)
and DAPI (blue). (Scale bar, 1 μm.) (B) A 3D (Upper) and a 2D (Lower) PCA graph using unweighted variables: PC1 (58.29%), PC2 (15.85%), and PC3 (9.03%). (C)
Diagrams of correlations between variables and factors (PC). (D) A scree plot of eigenvalue and cumulative variability (%) of all factors in the cell-wall synthesis
inhibitors PCA. (E) Cluster map of the cell-wall synthesis inhibitor training set, using PC1, PC2, and PC3 value from the PCA.
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Fig. S5. PCA and clustering of membrane active compounds and lipid biosynthesis inhibitors. (A) PCA graphs using unweighted variables: PC1 (47.27%), PC2
(23.59%), and PC3 (10.39%). (B) Diagrams of correlations between variables and factors (PC). (C) A scree plot of eigenvalue and cumulative variability (%) of all
factors in the membrane active compounds and lipid biosynthesis inhibitors PCA. (D) Cluster map of the membrane active compound and lipid biosynthesis
inhibitor training set, using PC1, PC2, and PC3 value from the PCA.
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Fig. S6. Cytological profiles of cell treated with RNA-transcription and nucleotide-synthesis inhibitors. RNA-transcription inhibitor profiles were divided into
two subgroups (R1 and R2). (A) E. coli cells were treated with each antibiotic and stained with FM4-64 (red) and DAPI (blue). (Scale bar, 1 μm.) (B and C) PCA
graphs using unweighted variables: PC1 (61.21%), PC2 (21.61%), and PC3 (9.84%). The boundaries of the subgroups (boxes) were determined empirically from
the training set using compounds with known mechanisms of action and the Euclidean distance cluster map shown in F. (D) Diagrams of correlations between
variables and factors (PC). (E) A scree plot of eigenvalue and cumulative variability (%) of all factors in the RNA-transcription and nucleotide-synthesis inhibitors
PCA. (F) Cluster map of the RNA-transcription and nucleotide-synthesis inhibitor training set, using PC1, PC2, and PC3 value from the PCA.

Nonejuie et al. www.pnas.org/cgi/content/short/1311066110 6 of 13



	  

	  
	  

31 

 
 

Fig. S7. PCA of spirohexenolide A, membrane-active compounds, and lipid-synthesis inhibitors. (A) Spirohexenolide A structure. (B) PCA graphs, PC1 (46.56%),
PC2 (22.45%), and PC3 (11.76%), using unweighted variables. (C) Diagrams of correlations between variables and factors (PC). (D) A scree plot of eigenvalue
and cumulative variability (%) of all factors in PCA.
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Table S1. List of antibiotics for bacterial cytological profiling

Antibiotic class Antibiotic name MIC, mg/L Phenotype Target (1, 2, 3–6)

Protein synthesis
Aminoglycoside Gentamicin 0.625 P2 30S ribosome (promote mistranslation)

Hygromycin B 10 P1 30S ribosome (inhibit translocation)
Kanamycin 2 P2 30S ribosome (promote mistranslation)

Aminonucleoside Puromycin 10 P3 50S ribosome (cause premature
chain termination)

Amphenicols Chloramphenicol 2 P1 50S ribosome (inhibit peptidyl transferase)
Macrolide Clarithromycin 0.1 P1 50S ribosome (interfere aminoacyl translocation)

Erythromycin 0.1 P1 50S ribosome (interfere aminoacyl translocation)
Monoxycarbolic acid Mupirocin 0.25 P1 Isoleucyl t-RNA synthetase
Oxazolidinones Linezolid 5 P1 50S ribosome (inhibit initiation

complex formation)
Pleuromutilin Tiamulin 0.25 P1 50S ribosome (inhibit peptidyl transferase)
Tetracycline Tetracycline 0.5 P1 30S ribosome (inhibit aminoacyl tRNA binding)

DNA synthesis and segregation
Aminocoumarin Novobiocin 0.5 D2 DNA gyrase B
Anthracycline Daunorubicin 3.5 D3 Intercalates DNA, topoisomeraseII
Fluoroquinolone Ciprofloxacin 0.005 D1 DNA gyrase A

Nalidixic acid 1 D1 DNA gyrase A
Others Mitomycin C 0.03 D4 Crosslink DNA strand

RNA transcription
Actinomycines Actinomycin D 0.05 R2 Binds DNA at the transcription initiation
Rifamycin Rifampicin 0.005 R1 DNA-dependent RNA polymerase

Nucleotide synthesis
Diaminopyridine Trimethoprim 2 N1 Dihydrofolate reductase

Cell wall synthesis
Cephalosporins Cefotaxime 0.0015 C3 Penicillin-binding proteins (PBPs)

Cefoxitin 0.625 C3 Penicillin-binding proteins (PBPs)
Cephalexin 2 C3 Penicillin-binding proteins (PBPs)

Glycopeptide Vancomycin 1 C1 Binds D-Ala-D-Ala terminal, PBPs
Penicillin Ampicillin 0.2 C3 Penicillin-binding proteins (PBPs)

Amoxicillin 0.25 C3 Penicillin-binding proteins (PBPs)
Oxacillin 1 C3 Penicillin-binding proteins (PBPs)
Penicillin G 2 C3 Penicillin-binding proteins (PBPs)
Penicillin V 3 C3 Penicillin-binding proteins (PBPs)
Piperacillin 0.006 C3 Penicillin-binding proteins (PBPs)
Mecillinam 0.01 C2 Penicillin-binding proteins (PBPs)

Others D-Cycloserine 7 C1 Prevents D-Ala-D-Ala synthesis, PBPs
A22 1 C2 Rod shape-determining protein MreB

Lipid synthesis
Polychloro phenoxy phenols Triclosan 0.004 L1 Binds bacterial enoyl-acyl carrier

protein reductase
Others Cerulenin 3 L1 Binds fatty acid synthase

Membrane active compounds
Ionophore (divalent) Calcimycin 1.25 M2 Mn2+, Ca2+ and Mg2+ selective ionophore
Ionophores (carboxilic) Nigericin 1.8 M1 K+ ionophore

Monensin 20 M1 Na+ ionophore
Ionophores (polypeptide) Gramicidin A 1.25 M3 Increase the permeability of bacterial membrane
Lantibiotics Nisin 0.5 M4 Binds lipid II cause pore structure on membrane
Oxidative phosphorylation

uncoupling agents
Carbonyl cyanide

m-chlorophenyl
hydrazone (CCCP)

2.05 M3 Energy poisoning agents

2,4-Dinitrophenol (DNP) 184 M3 Energy poisoning agents
Unknown

Spirotetronate Spirohexenolide A 20.375
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Table S2. Bacterial cell morphology measurements

Antibiotics
Membrane area,

μm2
DNA area,

μm2
Membrane perimeter,

μm
DNA perimeter,

μm
Membrane length,

μm
DNA length,

μm
No. of nucleoids per

cell

A22 2.522 ± 0.161 2.327 ± 0.151 6.282 ± 0.211 6.995 ± 0.243 2.264 ± 0.105 2.090 ± 0.110 1.000 ± 0.000
Actinomycin D 4.250 ± 0.146 4.202 ± 0.254 12.895 ± 0.444 12.510 ± 0.637 5.951 ± 0.172 5.281 ± 0.102 1.287 ± 0.057
Amoxicillin 6.801 ± 0.068 3.810 ± 0.095 18.062 ± 0.454 12.494 ± 1.113 7.781 ± 0.194 4.424 ± 0.180 1.608 ± 0.051
Ampicillin 12.248 ± 0.770 6.042 ± 1.824 35.957 ± 1.966 20.225 ± 5.276 13.489 ± 0.176 7.265 ± 1.250 1.767 ± 0.172
Calcimycin 1.641 ± 0.086 0.537 ± 0.039 6.584 ± 0.452 2.710 ± 0.131 2.978 ± 0.237 0.926 ± 0.046 1.276 ± 0.066
CCCP 1.587 ± 0.137 1.482 ± 0.144 5.937 ± 0.285 5.642 ± 0.301 2.621 ± 0.122 2.426 ± 0.144 1.117 ± 0.069
Cefotaxime 14.328 ± 0.777 5.488 ± 0.721 47.562 ± 1.190 18.736 ± 2.325 14.908 ± 0.424 7.137 ± 0.657 2.133 ± 0.227
Cefoxitin 12.909 ± 1.536 5.505 ± 0.723 42.187 ± 2.327 18.581 ± 1.307 14.304 ± 0.384 6.930 ± 0.647 2.076 ± 0.281
Cephalexin 14.283 ± 0.520 3.585 ± 0.483 48.402 ± 5.308 13.195 ± 1.256 14.172 ± 0.483 4.947 ± 0.489 2.916 ± 0.164
Cerulenin 1.097 ± 0.127 0.925 ± 0.061 4.941 ± 0.359 4.303 ± 0.138 2.158 ± 0.162 1.734 ± 0.080 1.147 ± 0.086
Chloramphenicol 2.510 ± 0.181 1.097 ± 0.006 7.239 ± 0.186 4.586 ± 0.096 3.143 ± 0.082 1.469 ± 0.011 1.119 ± 0.013
Ciprofloxacin 7.611 ± 0.480 3.080 ± 0.252 27.350 ± 1.614 11.562 ± 0.668 10.158 ± 0.183 4.655 ± 0.390 1.083 ± 0.047
Clarithromycin 2.474 ± 0.098 1.274 ± 0.161 7.457 ± 0.097 4.865 ± 0.239 3.297 ± 0.057 1.704 ± 0.120 1.089 ± 0.033
Daunorubicin 5.011 ± 0.626 3.964 ± 0.346 14.230 ± 1.493 12.591 ± 1.030 6.450 ± 0.634 4.482 ± 0.319 1.000 ± 0.000
Dcycloserine 3.497 ± 0.275 2.460 ± 0.188 10.490 ± 0.491 8.320 ± 0.110 4.481 ± 0.394 2.949 ± 0.288 1.623 ± 0.073
DNP 1.630 ± 0.197 1.473 ± 0.080 6.002 ± 0.389 5.530 ± 0.325 2.643 ± 0.169 2.342 ± 0.215 1.114 ± 0.071
Erythromycin 2.791 ± 0.059 1.107 ± 0.144 7.857 ± 0.090 4.999 ± 0.241 3.452 ± 0.042 1.602 ± 0.109 1.170 ± 0.032
Gentamycin 2.189 ± 0.055 1.851 ± 0.143 7.014 ± 0.167 6.111 ± 0.168 3.102 ± 0.090 2.540 ± 0.076 1.117 ± 0.017
GramicidinA 1.852 ± 0.261 1.860 ± 0.130 6.357 ± 0.639 6.515 ± 0.384 2.805 ± 0.275 2.568 ± 0.136 1.000 ± 0.000
Hygromycin B 2.806 ± 0.303 1.159 ± 0.027 7.807 ± 0.633 4.889 ± 0.265 3.436 ± 0.317 1.602 ± 0.078 1.150 ± 0.028
Kanamycin 2.040 ± 0.074 1.815 ± 0.038 6.727 ± 0.108 6.195 ± 0.107 2.984 ± 0.038 2.577 ± 0.027 1.049 ± 0.050
Linezolid 2.291 ± 0.152 0.992 ± 0.035 7.028 ± 0.283 4.472 ± 0.190 3.083 ± 0.140 1.498 ± 0.026 1.135 ± 0.005
Mecillinam 3.343 ± 0.196 3.014 ± 0.220 8.280 ± 0.191 8.232 ± 0.320 3.482 ± 0.079 2.895 ± 0.075 1.282 ± 0.028
Mitomycin C 10.057 ± 0.519 3.805 ± 0.401 38.097 ± 1.687 14.108 ± 1.001 11.939 ± 0.351 5.716 ± 0.297 1.625 ± 0.091
Monensin 0.963 ± 0.055 0.687 ± 0.068 4.239 ± 0.131 3.538 ± 0.182 1.787 ± 0.045 1.329 ± 0.077 1.077 ± 0.032
Mupirocin 2.131 ± 0.160 1.116 ± 0.068 6.217 ± 0.209 5.345 ± 0.166 2.572 ± 0.085 1.782 ± 0.050 1.036 ± 0.011
Nalidixic acid 6.555 ± 0.472 2.310 ± 0.325 23.713 ± 1.855 8.828 ± 0.876 8.960 ± 0.366 3.570 ± 0.397 1.136 ± 0.032
Nigericin 0.957 ± 0.054 0.817 ± 0.061 4.120 ± 0.163 4.035 ± 0.116 1.712 ± 0.089 1.503 ± 0.056 1.064 ± 0.061
Nisin 1.509 ± 0.127 0.928 ± 0.024 5.707 ± 0.396 3.990 ± 0.110 2.494 ± 0.231 1.522 ± 0.034 1.054 ± 0.056
Novobiocin 3.888 ± 0.224 1.958 ± 0.287 13.432 ± 0.634 6.927 ± 0.608 5.930 ± 0.283 2.821 ± 0.290 1.430 ± 0.011
Oxacillin 13.735 ± 0.350 6.517 ± 1.480 46.594 ± 1.738 21.493 ± 4.738 14.329 ± 0.666 7.782 ± 1.101 2.326 ± 0.073
PenicillinG 7.934 ± 0.954 3.703 ± 0.451 24.846 ± 2.977 12.494 ± 0.939 9.968 ± 0.801 5.274 ± 0.455 2.477 ± 0.034
PenicillinV 11.274 ± 0.778 4.123 ± 0.364 37.661 ± 0.784 14.363 ± 1.095 13.430 ± 0.318 5.770 ± 0.529 2.705 ± 0.161
Piperacillin 13.646 ± 0.371 5.752 ± 1.037 45.739 ± 1.278 18.438 ± 2.475 14.417 ± 1.009 6.948 ± 0.950 2.530 ± 0.134
Puromycin 3.285 ± 0.249 1.849 ± 0.116 10.600 ± 0.191 7.459 ± 0.458 4.861 ± 0.193 3.172 ± 0.208 1.301 ± 0.049
Rifampicin 2.495 ± 0.151 2.800 ± 0.267 7.731 ± 0.211 8.645 ± 0.584 3.428 ± 0.120 3.549 ± 0.230 1.009 ± 0.009
SpirohexenolideA 1.630 ± 0.051 1.131 ± 0.036 6.094 ± 0.130 4.725 ± 0.149 2.626 ± 0.056 1.911 ± 0.068 1.054 ± 0.047
Tetracycline 2.791 ± 0.185 0.946 ± 0.052 7.628 ± 0.128 4.485 ± 0.202 3.308 ± 0.025 1.395 ± 0.050 1.031 ± 0.015
Tiamulin 2.602 ± 0.327 1.299 ± 0.112 7.636 ± 0.597 5.745 ± 0.297 3.350 ± 0.221 1.936 ± 0.077 1.052 ± 0.047
Triclosan 1.205 ± 0.105 0.932 ± 0.107 4.776 ± 0.322 4.031 ± 0.349 2.006 ± 0.145 1.510 ± 0.154 1.248 ± 0.059
Trimethoprim 2.768 ± 0.109 1.946 ± 0.141 8.043 ± 0.303 6.874 ± 0.159 3.541 ± 0.120 2.521 ± 0.118 1.148 ± 0.068
Vancomycin 2.827 ± 0.231 2.057 ± 0.296 7.838 ± 0.383 6.660 ± 0.426 3.385 ± 0.174 2.360 ± 0.215 1.536 ± 0.080
Untreated 1.972 ± 0.025 1.294 ± 0.023 7.167 ± 0.319 5.103 ± 0.075 3.173 ± 0.121 1.989 ± 0.070 1.434 ± 0.070
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Table S3. Bacterial cell morphology measurements (continued)

Antibiotics
Membrane width,

μm
DNA width,

μm Membrane circularity DNA circularity SytoxG intensity DAPI intensity Decondensation

A22 1.413 ± 0.089 1.396 ± 0.030 0.813 ± 0.011 0.646 ± 0.025 6.281 ± 6.203 1.090 ± 0.333 0.924 ± 0.063
Actinomycin D 0.904 ± 0.009 1.034 ± 0.032 0.338 ± 0.010 0.375 ± 0.037 2.046 ± 0.070 0.649 ± 0.064 1.271 ± 0.038
Amoxicillin 1.075 ± 0.027 1.058 ± 0.032 0.286 ± 0.017 0.357 ± 0.050 7.870 ± 1.141 0.889 ± 0.191 0.901 ± 0.041
Ampicillin 1.159 ± 0.068 0.988 ± 0.124 0.129 ± 0.008 0.232 ± 0.029 3.665 ± 1.550 1.060 ± 0.180 0.854 ± 0.151
Calcimycin 0.701 ± 0.020 0.716 ± 0.016 0.494 ± 0.036 0.902 ± 0.019 23.734 ± 8.366 1.617 ± 0.144 0.419 ± 0.046
CCCP 0.771 ± 0.035 0.770 ± 0.027 0.585 ± 0.007 0.598 ± 0.002 43.956 ± 11.027 1.897 ± 0.289 1.044 ± 0.091
Cefotaxime 1.249 ± 0.048 0.903 ± 0.030 0.090 ± 0.006 0.254 ± 0.027 8.600 ± 8.060 1.523 ± 0.205 0.812 ± 0.058
Cefoxitin 1.183 ± 0.133 0.906 ± 0.041 0.098 ± 0.004 0.261 ± 0.025 2.605 ± 0.534 1.076 ± 0.219 0.882 ± 0.093
Cephalexin 1.312 ± 0.045 0.809 ± 0.048 0.084 ± 0.021 0.359 ± 0.047 4.202 ± 3.669 0.921 ± 0.152 0.732 ± 0.102
Cerulenin 0.644 ± 0.032 0.676 ± 0.014 0.587 ± 0.025 0.649 ± 0.012 2.373 ± 0.658 3.346 ± 1.009 0.976 ± 0.151
Chloramphenicol 1.008 ± 0.049 0.948 ± 0.008 0.611 ± 0.016 0.690 ± 0.010 0.469 ± 0.293 0.430 ± 0.151 0.490 ± 0.033
Ciprofloxacin 0.952 ± 0.049 0.837 ± 0.047 0.139 ± 0.010 0.314 ± 0.015 1.015 ± 0.262 0.259 ± 0.120 0.438 ± 0.010
Clarithromycin 0.952 ± 0.039 0.938 ± 0.054 0.574 ± 0.021 0.697 ± 0.017 0.171 ± 0.069 0.544 ± 0.115 0.561 ± 0.081
Daunorubicin 0.975 ± 0.039 1.094 ± 0.054 0.333 ± 0.035 0.329 ± 0.041 1.007 ± 0.084 1.083 ± 0.062 0.795 ± 0.069
Dcycloserine 0.983 ± 0.053 1.020 ± 0.056 0.434 ± 0.022 0.475 ± 0.034 1.742 ± 0.283 0.915 ± 0.169 1.142 ± 0.056
DNP 0.782 ± 0.052 0.785 ± 0.029 0.589 ± 0.018 0.616 ± 0.034 11.951 ± 5.068 1.243 ± 0.448 1.016 ± 0.134
Erythromycin 1.026 ± 0.014 0.871 ± 0.050 0.581 ± 0.003 0.606 ± 0.033 0.106 ± 0.032 0.719 ± 0.133 0.465 ± 0.068
Gentamycin 0.896 ± 0.024 0.925 ± 0.049 0.579 ± 0.017 0.643 ± 0.015 3.188 ± 1.205 1.638 ± 0.196 0.947 ± 0.107
GramicidinA 0.834 ± 0.051 0.899 ± 0.041 0.587 ± 0.036 0.563 ± 0.053 1.193 ± 0.497 0.454 ± 0.051 1.011 ± 0.072
Hygromycin B 1.033 ± 0.036 0.907 ± 0.030 0.591 ± 0.037 0.643 ± 0.046 0.341 ± 0.087 0.743 ± 0.205 0.478 ± 0.039
Kanamycin 0.869 ± 0.018 0.891 ± 0.019 0.586 ± 0.002 0.621 ± 0.012 10.016 ± 6.965 1.659 ± 0.204 0.933 ± 0.043
Linezolid 0.942 ± 0.021 0.840 ± 0.013 0.594 ± 0.006 0.660 ± 0.045 0.406 ± 0.082 0.617 ± 0.024 0.493 ± 0.049
Mecillinam 1.206 ± 0.059 1.310 ± 0.056 0.623 ± 0.023 0.587 ± 0.011 2.889 ± 0.609 1.487 ± 0.218 1.155 ± 0.033
Mitomycin C 1.048 ± 0.045 0.805 ± 0.053 0.099 ± 0.005 0.311 ± 0.015 1.571 ± 0.295 0.807 ± 0.176 0.614 ± 0.060
Monensin 0.686 ± 0.021 0.652 ± 0.031 0.691 ± 0.002 0.708 ± 0.011 1.255 ± 0.042 0.860 ± 0.084 0.769 ± 0.083
Mupirocin 1.048 ± 0.044 0.792 ± 0.029 0.700 ± 0.012 0.524 ± 0.016 2.399 ± 0.994 0.512 ± 0.215 0.545 ± 0.059
Nalidixic acid 0.937 ± 0.043 0.814 ± 0.039 0.160 ± 0.015 0.406 ± 0.031 0.602 ± 0.091 0.420 ± 0.044 0.399 ± 0.031
Nigericin 0.713 ± 0.001 0.691 ± 0.033 0.723 ± 0.014 0.655 ± 0.048 15.267 ± 23.800 0.861 ± 0.094 0.909 ± 0.079
Nisin 0.763 ± 0.004 0.773 ± 0.029 0.600 ± 0.028 0.741 ± 0.042 434.161 ± 155.326 2.503 ± 0.729 0.650 ± 0.043
Novobiocin 0.820 ± 0.025 0.868 ± 0.047 0.284 ± 0.021 0.537 ± 0.017 1.840 ± 0.705 1.047 ± 0.170 0.720 ± 0.102
Oxacillin 1.267 ± 0.122 0.959 ± 0.082 0.087 ± 0.004 0.234 ± 0.037 2.718 ± 1.384 0.798 ± 0.149 1.100 ± 0.225
PenicillinG 0.966 ± 0.031 0.863 ± 0.026 0.202 ± 0.028 0.345 ± 0.013 2.059 ± 1.459 1.142 ± 0.133 1.156 ± 0.010
PenicillinV 1.080 ± 0.069 0.862 ± 0.009 0.110 ± 0.010 0.295 ± 0.023 1.552 ± 0.668 0.667 ± 0.187 0.990 ± 0.088
Piperacillin 1.227 ± 0.058 0.952 ± 0.062 0.090 ± 0.002 0.281 ± 0.033 3.782 ± 2.553 1.131 ± 0.203 1.064 ± 0.181
Puromycin 0.850 ± 0.037 0.730 ± 0.011 0.383 ± 0.016 0.445 ± 0.036 1.598 ± 1.776 0.822 ± 0.086 0.733 ± 0.036
Rifampicin 0.934 ± 0.082 0.987 ± 0.037 0.549 ± 0.049 0.492 ± 0.015 1.055 ± 0.892 1.084 ± 0.288 1.136 ± 0.136
SpirohexenolideA 0.795 ± 0.043 0.722 ± 0.020 0.577 ± 0.044 0.632 ± 0.018 488.924 ± 41.312 2.595 ± 0.415 0.731 ± 0.037
Tetracycline 1.068 ± 0.064 0.865 ± 0.037 0.612 ± 0.019 0.650 ± 0.041 1.288 ± 1.707 0.304 ± 0.035 0.350 ± 0.012
Tiamulin 0.980 ± 0.060 0.844 ± 0.035 0.575 ± 0.022 0.537 ± 0.038 0.271 ± 0.026 0.569 ± 0.131 0.529 ± 0.061
Triclosan 0.762 ± 0.020 0.784 ± 0.010 0.685 ± 0.021 0.742 ± 0.037 5.883 ± 0.466 1.850 ± 0.100 0.964 ± 0.057
Trimethoprim 0.992 ± 0.012 0.961 ± 0.035 0.553 ± 0.011 0.534 ± 0.023 0.672 ± 0.090 0.664 ± 0.191 0.809 ± 0.090
Vancomycin 1.053 ± 0.041 1.073 ± 0.077 0.593 ± 0.019 0.596 ± 0.042 2.127 ± 0.838 1.201 ± 0.219 1.128 ± 0.246
Untreated 0.790 ± 0.016 0.825 ± 0.013 0.495 ± 0.023 0.649 ± 0.005 1.000 ± 0.000 1.000 ± 0.000 0.941 ± 0.044
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Table S4. Double-blind test of known antibiotics

Test ID Input molecules BCP readoutObserved morphologies

Set A
Untreated

Membrane active (M4)

Untreated

Cell wall synthesis (C2)

Untreated

Membrane active (M3)

DNA replication (D3)

Membrane active (M1)

Membrane active (M2)

Water

Nisin (M4)

DMSO

Mecillinam (C2)

Water

DNP (M3)

Daunorubicin (D3)

Monensin (M1)

Calcimycin (M2)

Nalidixic acid (D1) DNA replication (D1)

RNA transcription(R2)Actinomycin D (R2)

Ampicillin (C3) Cell wall synthesis (C3)

Set B

A1

A2

A3

A4

A5

A6

A7

A8

A9

A10

B1

B2
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Table S4. Cont.

Kanamycin (P2)

Chloramphenicol (P1)

Chloramphenicol (P1)

Novobiocin (D2)

D-cycloserine (C1)

Protein synthesis (P2)

Protein synthesis (P1)

Protein synthesis (P1)

DNA replication (D2)

Cell wall synthesis (C1)

Trimethoprim (N1) Nucleotide synthesis (N1)

Test ID Input molecules BCP readoutObserved morphologies

Triclosan (L1) Lipid biosynthesis (L1)

Rifampicin (R1) RNA transcription (R1)

Water Untreated

Daunorubicin (D3) DNA replication (D3)

Set C

Ampicillin (C3) Cell wall synthesis (C3)

Mitomycin C (D4) DNA replication (D4)

Puromycin (P3) Protein synthesis (P3)

B6

B7

B8

B9

B10

C1

C2

C3

C4

C5

B3

B4

B5
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Table S4. Cont.

D-cycloserine (C1) Cell wall synthesis (C1)

Mitomycin C (D4) DNA replication (D4)

Calcimycin (M2) Membrane active (M2)

Kanamycin (P2) Protein synthesis (P2)

C6

C7

C8

C9

C10 Nalidixic acid (D1)

.

DNA replication (D1)

Test ID Input molecules BCP readoutObserved morphologies
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Treatment of High-Level Gentamicin-Resistant Enterococcus faecalis
Endocarditis with Daptomycin plus Ceftaroline

George Sakoulas,a Poochit Nonejuie,b Victor Nizet,a Joseph Pogliano,b Nancy Crum-Cianflone,c Fadi Haddadd

Department of Pediatric Pharmacology and Drug Discoverya and Department of Biology,b University of California San Diego School of Medicine, La Jolla, California, USA;
Division of Infectious Diseases, Naval Medical Center San Diego, San Diego, California, USAc; Sharp Grossmont Hospital, La Mesa, California, USAd

A recurrent case of left-sided endocarditis caused by high-level aminoglycoside-resistant Enterococcus faecalis was successfully
treated with ceftaroline and daptomycin. This combination demonstrated excellent synergy in vitro. Mechanistically, ceftaroline
enhanced binding of daptomycin to the cell membrane and sensitized E. faecalis to killing by human cathelicidin LL-37, a cat-
ionic innate host defense peptide. Daptomycin plus ceftaroline may be considered in salvage therapy in E. faecalis endovascular
infections and requires further study.

A63-year-old man with a past medical history significant for
hypertension presented with fevers for 1 month. The patient

received levofloxacin and doxycycline for presumed prostatitis.
Physical examination revealed a grade 2 systolic murmur and
grade 1 diastolic murmur. Blood cultures were positive for Entero-
coccus faecalis. The patient was admitted to the hospital and
started on ampicillin-sulbactam and gentamicin. The white blood
cell count (WBC) was 10,100 cells/mm3, hemoglobin was 14 g/dl,
and the chest X-ray was normal. Repeat blood cultures showed
ampicillin-susceptible E. faecalis with high-level gentamicin resis-
tance (HLGR). A transesophageal echocardiogram revealed a
5-mm vegetation on the noncoronary cusp of the aortic valve. On
the third hospital day, gentamicin was discontinued and ceftriax-
one at 1 g intravenously (i.v.) every 12 h (q12h) was started, along
with ampicillin at 2 g i.v. q4h. Blood cultures became negative
after 96 h of treatment. The patient remained asymptomatic
thereafter, and blood cultures remained negative during and after
6 weeks of therapy.

Two weeks after completion of therapy, the patient presented
to the emergency department with a temperature of 39.2°C. Ex-
amination revealed a grade 3 systolic heart murmur and grade 1
diastolic murmur. A transesophageal echocardiogram showed se-
vere aortic regurgitation and an increase in the size of the vegeta-
tion to 10 mm. E. faecalis was recovered from blood cultures
without any change from the previous susceptibility profile. Am-
picillin at 12 g, continuous infusion over 24 h, and ceftriaxone at 1
g i.v. q12h were started initially. On hospital day 2, ceftriaxone was
switched to daptomycin at 8 mg/kg i.v. daily, based on prior data
showing synergy between these antibiotics against enterococci
and successful clinical use (1, 2). The patient became afebrile after
24 h of therapy. Blood cultures that were repeated after 48 and 96
h of daptomycin plus ampicillin therapy turned positive for the
same isolate after 4 and 3 days, respectively.

Based on unpublished in vitro observations in our laboratory,
which have demonstrated synergy between daptomycin and cef-
taroline against several clinical bloodstream isolates of E. faecalis
and Enterococcus faecium, and a published report of synergy be-
tween daptomycin and ceftaroline against MRSA (3), ampicillin
was discontinued and ceftaroline at 600 mg i.v. every 8 h was
added to the daptomycin treatment, and there was successful
clearance of the bacteremia. The patient was discharged on a reg-
imen of daptomycin at 8 mg/kg i.v. daily and ceftaroline at 600 mg

i.v. every 8 h, and he was readmitted after 2 weeks for elective
aortic valve replacement. Preoperative blood cultures were nega-
tive. Aortic valve tissue culture grew E. faecalis with high amino-
glycoside resistance only from broth. Daptomycin plus ceftaro-
line therapy was continued for 4 weeks after surgery, and blood
cultures obtained 1 week after completion of therapy were neg-
ative. The patient was deemed cured 6 weeks after completion
of therapy.

Based on this excellent clinical and microbiological response,
we performed checkerboard assays and determined kill curves at
clinically relevant antibiotic concentrations (4–7) in Mueller-
Hinton broth supplemented to 50 mg/liter Ca2! to assess the syn-
ergy of daptomycin and ceftaroline against the relapse E. faecalis
isolate from this patient. Daptomycin, ampicillin, ceftaroline, and
ceftriaxone MICs were 2, 16, "32, and "32 mg/liter, respectively.
The organism was qualitatively negative for beta-lactamase pro-
duction by nitrocefin disk test. The checkerboard assay showed a
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TABLE 1 Reduction of daptomycin MIC in Mueller-Hinton broth
supplemented to 50 mg/liter Ca2! and containing incrementally higher
concentrations of ceftaroline or ampicillina

AMP or CPT
(mg/liter)

DAP MIC (mg/liter) in presence of:

CPT AMP

0 2 2
0.5 0.5 2
1.0 0.5 2
2.0 0.5 2
4.0 0.5 2
8.0 0.5 0.5
16.0 0.5
32.0 0.25
a DAP, daptomycin; CPT, ceftaroline; AMP, ampicillin.
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4-fold reduction in the daptomycin MIC with ceftaroline at 0.5 to
16 mg/liter and ampicillin at 8 mg/liter (Table 1). No differences
in the MIC were observed in checkerboard studies between ampi-
cillin and ceftaroline or ampicillin and ceftriaxone.

Kill curve assays with daptomycin at 1 mg/liter plus ceftaroline
at 1 or 5 mg/liter confirmed synergy, as had been observed in prior

data with other clinical isolates, which prompted selection of this
combination for this patient (Fig. 1A). In order to provide a context
for this degree of killing with this combination compared to other
regimens clinicians consider, we performed similar assays to deter-
mine relative synergy of daptomycin and ampicillin (Fig. 1B), ceftri-
axone or ceftaroline with ampicillin (Fig. 1C), and vancomycin and

FIG 1 (A and B) Time-kill assays (24 h) in Mueller-Hinton broth supplemented to 50 mg/liter Ca2!, evaluating the activity of daptomycin (DAP) alone or with
ceftaroline (CPT) (A) or ampicillin (AMP) (B) against E. faecalis. (C and D) Results of similar experiments, showing an effect of AMP with either ceftriaxone (CRO) or
CPT (C) and vancomycin (VAN) with CPT (D) against E. faecalis. Data are means of three experiments, with duplicate plating in each experiment. The limit of detection
was 3.0 log10 CFU/ml.

FIG 2 E. faecalis labeled with bodipy-daptomycin (16 mg/liter; 4" MIC; baseline MIC, 4 mg/liter) in LB broth for 15 min after a 45-min treatment with either ampicillin
(AMP) at 10 mg/liter or ceftaroline (CPT) at 1 mg/liter or 5 mg/liter, compared to control untreated cells. The normalized total intensity of signal per cell (bottom left)
and number of binding spots per cell (bottom right) are shown. Microscopy method details have been described elsewhere (2, 8).

E. faecalis IE Therapy with Daptomycin-Ceftaroline

August 2013 Volume 57 Number 8 aac.asm.org 4043

 on February 28, 2014 by guest
http://aac.asm

.org/
D

ow
nloaded from

 



	  

	  
	  

42 

 
 
 

ceftaroline (Fig. 1D). These experiments showed the following: (i)
bacteriostatic activity of vancomycin at 15 mg/liter and ampicillin at
20 mg/liter alone against this isolate, as anticipated; (ii) comparable
synergy with ampicillin at 20 mg/liter and either ceftriaxone at 20
mg/liter or ceftaroline at 1 mg/liter; (iii) a lack of synergy for ceftaro-
line with vancomycin.

In agreement with our previous studies, which showed that
ampicillin enhanced the binding of daptomycin to ampicillin-re-
sistant E. faecium (2), using previously published methods (2, 8),
growth of the present E. faecalis isolate in broth media containing
either ampicillin at 10 mg/liter or ceftaroline at 1 or 5 mg/liter
resulted in significantly increased daptomycin binding to the bac-
terial membrane compared to control bacteria grown in antibiot-
ic-free LB broth (Fig. 2).

Also similar to what we had observed with E. faecium (2),
growth of this E. faecalis strain in ampicillin or ceftaroline resulted
in increased susceptibility to human cathelicidin LL-37 killing at
64 and 128 !M (Fig. 3). Note that this strain was much more
susceptible to ampicillin and ceftaroline than the previously de-
scribed E. faecium, and therefore much lower concentrations of
drugs were used to allow growth under experimental conditions.
Interestingly, this E. faecalis strain was much more resistant to
cathelicidin LL-37 (MIC, 64 !M) than we observed for E. faecium
(MIC, 8 !M), with both isolates from patients with endocarditis.
This pattern may represent another interesting reflection of the
"-lactam–antimicrobial peptide susceptibility seesaw effect across
the enterococcal species, and it is a potential area for further study
regarding the differences in endovascular pathogenicity between
E. faecium and E. faecalis.

Assessment of surface charge with or without ceftaroline or
ampicillin in cytochrome c binding assays showed no significant
differences in this property (data not shown), which is perhaps an
indication of the lack of significant surface charge effects when low
concentrations of "-lactams are used.

This is the first case demonstrating a successful clinical out-
come with use of daptomycin plus ceftaroline in a case of E.
faecalis endocarditis, with supporting in vitro data demonstrat-
ing synergy between these drugs against E. faecalis and en-
hancement of cathelicidin peptide activity and daptomycin
binding by ceftaroline. We point out that the ceftriaxone dose
utilized initially was lower than that recommended in the lit-
erature and may have led to treatment failure (9). While lim-
ited to a single case, these results point to several alternative
avenues of therapy that need to be studied clinically for the

treatment of serious enterococcal endovascular infections.
Treatment of these infections can be hampered by the lack of a
validated bactericidal monotherapy, as shown in this case, and
intrinsic and acquired antimicrobial resistance in E. faecium
superimposed on many host comorbidities. In treating E.
faecalis endocarditis, use of ampicillin and gentamicin appears
straightforward in treatment guidelines (10). However, in the
practical clinical world, when not limited by HLGR as in this
case, the otovestibular toxicity, nephrotoxicity, and therapeu-
tic drug monitoring that accompanies prolonged aminoglyco-
side administration is something that patients and clinicians
should not have to contend with in the 21st century. Alterna-
tive therapies need to be defined for these infections, as there
appear to be safer and more convenient alternatives available
that await validation in larger clinical studies. This patient
demonstrated bacteremia clearance and had a successful clini-
cal outcome with daptomycin plus ceftaroline along with ap-
propriately timed valve replacement surgery. The fact that the
valvular tissue was still culture positive despite 2 weeks of ther-
apy underscores the importance of surgical intervention in
these cases, and it is unknown if medical therapy alone would
have sufficed in this case, particularly with potential relapse
after a regimen of ampicillin plus ceftriaxone that provided
comparable killing in vitro.
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Abstract 

The spread of multidrug resistant (MDR) bacteria in hospitals is one of the major 

threats of a patients’ life.  While much research effort was put into finding cures for 

antibiotic resistant MDR Gram-positive bacteria, Gram-negative bacteria infections are 

more problematic to treat because the bacterial outer membrane provides an extra barrier 

against antibiotic treatments.  Polymyxin B, a lipopeptide antibiotic, is very potent 

against Gram-negative pathogens and serves as the last line of defense against pathogens 

when other antibiotics fail.  However, its mechanism of action is still debatable. Here I 

used bacterial cytological profiling (BCP) to show that polymyxin B-treated cells have a 

similar cell morphology to CHIR-090-treated cells suggesting that mechanism of action 

of polymyxin B against E. coli is similar to the lpxC inhibitor CHIR-090.  Fluorescence 

recovery after photobleaching (FRAP) data of FM4-64 dye showed that the outer 

membrane polymyxin B- and CHIR-090-treated cells are dynamic. I hypothesize that 

polymyxin B might play role in lipopolysaccharide production leading to membrane 

synthesis alteration. 
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Introduction  

 The growing numbers of resistant Gram-negative bacteria together with the lack 

of new antibiotics are a major concern in the health science community.  The widely 

spread multidrug-resistant (MDR) bacteria Enterococcus spp., Staphylococcus aureus, 

Klebsiella spp., Acinetobacter baumannii, Pseudomonas aeruginosa and Enterobacter 

spp., known as the “ESKAPE” pathogens, are among the most troublesome (1).  Also, 

some MDR Gram-negative pathogens are now resistant to all antibiotics available in the 

clinic (2).  Even though the antibiotic discovery situation in the last decade has shown a 

positive look due to the introduction of five new classes of antibiotics; oxazolidinone, 

lipopeptide, pleuromutilin, tiacumicin, and diarylquinoline, they are all narrowly active 

against only Gram-positive bacteria (2).  Thus, new Gram-negative antibiotics are 

urgently in needed. 

Discovery of Gram-negative antibiotics is far more difficult than those for Gram-

positives due to the Gram-negative outer membrane (OM) which provides an extra 

barrier to antibiotic penetration (3, 4). Unlike the cytoplasmic membrane, the OM of 

Gram-negative bacteria is an asymmetric bilayer of phospholipid and lipopolysaccharides 

(LPS) (Figure 1A).  A LPS molecule consists of three main components: 1) lipid A, a 

non-phospholipid core, 2) oligosaccharide core, and 3) an extremely variable O-antigen.  

The six saturated fatty acids chains of the lipid A core make LPS highly hydrophobic, 

which is the key of the OM strength against antibiotic (3).   

When physicians encounter MDR Gram-negative pathogens and all other drugs 

fail for treatment, they turn to polymyxin B as the last line of defense (5). Developed in 
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the 1960s, polymyxin B was widely used against Gram-negative pathogens until the 

1970s due to its neurotoxicity and nephrotoxicity, and doctor preference toward less toxic 

aminoglycosides (5–7).  Albeit its toxicity, polymyxin B and colistin (polymyxin E) are 

very effective against MDR Gram-negative pathogens and the occurrence of resistance is 

relatively rare.  Although polymyxin B has re-emerged as the last resort of antibiotic and 

is widely used today, its mechanism of action is still unclear (5).  The most widely 

accepted model is the “self-promoted mechanism” achieved by inserting itself to the LPS 

layer and displacing divalent cations that maintain the LPS organization leading to 

instability of the OM and eventually OM disruption.  Once the OM has collapsed, the 

polymyxin B gains access to the cytoplasmic membrane and disrupts the membrane 

leading to cell death (8, 9).  However, other MOA for polymyxin B have been proposed 

(10). Various antimicrobial peptides not only effect membrane integrity, but also has 

intracellular targets (11). Thus, it is possible that polymyxin B also targets a specific 

cellular pathway. 

In accordance to a possibility that polymyxin B possesses an alternative MOA in 

some bacteria, resistances that confer polymyxin B resistance show multiple hits of its 

possible targets summarized in previous review (5), including mutations in lpxC.   The 

complete loss of LPS by lpxABC gene deletion, genes involved in early steps of lipid A 

biosynthesis, results in colistin resistance in Acinetobacter baumannii (12, 13). LpxC  is  

a critical enzyme in the biosynthesis of lipid A (14, 15); thus, many efforts have been 

invested to find LpxC inhibitors (16–18).  Among many LpxC inhibitors, CHIR-090 

showed the most promising future in drug development (15).  It was first introduced in 

2004 and characterized in 2005 (19).  Besides the well studied mutations in two 
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component signaling system pmrA/pmrB or its regulator phoP/phoQ (5, 7), the fact that 

lpxC mutants showed up in colistin resistance is very interesting and urges us to search 

for an alternative target of polymyxin B using the new method of Bacterial Cytological 

Profiling (BCP). 

BCP is a fluorescence microscopy based method for studying the MOA of 

antibiotics (12).  This method shows high resolution in dissecting the MOA of antibiotics. 

BCP can efficiently separate antibiotics that are known to inhibit the same cellular 

pathways into two or more subgroups based on their  specific targets.  In particular, BCP 

can separate membrane active compounds, previously grouped as nuisance compounds 

by other methods, into many different subgroups that correlate with their specific 

functions or ion selectivity.  We hypothesize that, at certain concentrations, polymyxin B, 

which shows strong killing activity against Gram-negative bacteria and is grouped with 

other membrane disrupting molecules, will show a specific target. Here we use the BCP 

technique to show that  polymyxin B and CHIR-090 have a similar effect on bacterial cell 

morphology, suggesting a possible role of polymyxin B in LPS production. 
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Results 

FM4-64 stains the outer membrane of E. coli 

A lipophilic styryl fluorescent dye FM4-64, described as a cytoplasmic membrane 

stain by the manufacturer, has been used extensively in bacterial membrane studies (20–

22). While FM4-64 usage in Gram-positive bacteria is straightforward since they have 

only one cytoplasmic membrane (CM), applications of FM4-64 in Gram-negative 

bacteria are more complicated.  The LPS layer of the outer membrane (OM) of Gram-

negative bacteria is more hydrophobic than the CM and it serves as the first barrier 

against extracellular molecules in environment; thus, the OM is potentially a better target 

for FM4-64 than the CM (Figure 1A).  A previous study in Agrobacterium tumefaciens 

(23) showed that FM4-64 binds to the OM of the bacteria. Here, we observed similar 

results in Escherichia coli. We used MalF-GFP, a cytoplasmic membrane component of 

the maltose transport system, as a CM indicator and showed that MalF-GFP binds the 

CM while FM4-64 stains the OM (Figure 1B).   To further evaluate staining patterns in 

the OM and CM, we performed fluorescence recovery after photobleaching (FRAP) 

experiments (Figure 1C).  The FRAP data indicated that FM4-64 showed no recovery 

after photobleaching.  This observation is in agreement with the nature of the OM which 

is far less dynamic than the CM due to its high content of LPS (3, 24).  In contrast, the 

MalF-GFP signal was recovered after photobleaching due to the highly dynamic CM.  

Altogether, these data suggest that FM4-64 binds to the OM, not the CM of E. coli. 
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Figure 4.1  FM4-64 binds to outer membrane of E. coli.  (A) A cartoon demonstrates 
double membrane of Gram-negative bacteria.  An outer membrane consists of 
asymmetric bilayer of LPS and phospholipids providing rigid membrane structure. (B) 
0.4M sucrose plasmolysed E. coli cells showing separated OM (indicated by FM4-64, 
red) and CM (indicated by MalF-GFP, green). (C) FRAP data of FM4-64 (upper panel, 
red) showed no recovery after photobleaching.  MalF-GFP (lower panel, green) showed 
recovery after 2 s of bleaching event. Scale bars represent 1 micron. 
 
 

The lptD mutant outer membrane is dynamic  

To test if the LPS content of the OM plays a role in membrane fluidity, we used 

the E. coli lptD mutant (25–27), which has a defect in LPS transportation to an outer 

leaflet of OM thus containing significantly less LPS in the OM (Figure 2A).  Even though 

the OM of the lptD mutant showed higher permeability to many hydrophobic molecules 
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(25), here we confirmed that FM4-64 still binds to the OM and no FM4-64 signal was 

detected in the CM (Figure 2B).  FRAP analysis data indicated that the OM of the lptD 

mutant is highly dynamic since the FM4-64 signal recovered after photobleaching 

(Figure 2C) similar to MalF-GFP signal (Figure 1C).  This FM4-64 recovery was also 

observed in the Bacillus subtilis membrane where LPS is absent (Figure 2E).  These data 

indicate that the absence of LPS molecules on the OM increases the OM fluidity and 

therefore results in FM4-64 recovery after photobleaching.   

 

Figure 4.2 Outer membrane of lptD E. coli is dynamic similar to that of B. subtilis 
cytoplasmic membrane.  (A) A cartoon demonstrates lptD E. coli membrane consisting of 
less LPS on the OM.  (B) 0.4M sucrose plasmolysed lptD E. coli cells showing separated 
OM (indicated by FM4-64, red) and CM (indicated by MalF-GFP, green). (C) and (D) 
FRAP data of FM4-64 (red) showed recovery after photobleaching in  lptD E. coli and B. 
subtilis, respectively. Scale bar represent 1 micron. 
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Cytological profiles of polymyxin B-treated bacteria are similar to those treated 

with CHIR-090 

We used BCP to determine if polymyxin B shows a similar morphological profile 

to CHIR-090. Since polymyxin B at 5X MIC concentrations led to cell lysis, we 

performed polymyxin B and CHIR-090 treatment at 1-2X MIC in order to analyze cell 

morphological changes.  BCP revealed that polymyxin B and CHIR-090 treated cells 

showed similar morphological changes unlike any other antibiotics described in previous 

studies (21, 22).  Both antibiotics cause bacterial cells to grow in long chains where 

multiple cells were attached to each other forming a chain-liked cell structure (Figure 3).  

However, polymyxin B at higher concentration caused cell lysis as indicated by the 

exploded cells and SYTOX-Green dye stain (Figure 3, bottom left panel).  This BCP data 

suggested that polymyxin B, at lower concentration, has a MOA similar to CHIR-090, 

while at higher concentrations, polymyxin B showed its conventional and well studied 

MOA (5, 8, 9). 

 

Figure 4.3  Bacterial cytological profiles of E. coli treated with polymyxin B are similar 
to those treated with CHIR-090. Cells were stained with FM4-64 (red), DAPI (blue), and 
SYTOX green (green). SYTOX green stains only cells with permeabilized membranes. A 
scale bar represents 1 micron. 
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Polymyxin B treatment leads to higher OM fluidity 

  CHIR-090 is a small molecule that inhibits an early step of lipid A production, a 

critical component of LPS and the OM (24, 28, 29).  We assumed that the cell 

morphology change we observed in CHIR-090 treated cells is a result of a complete loss 

of LPS prior to cell death.  Since polymyxin B at lower concentrations showed similar 

morphological changes to CHIR-090, we tested if LPS production in polymyxin B-

treated cells is inhibited.  We first performed FRAP analysis of the OM and the CM of 

CHIR-090-treated cells.  The result showed that CHIR-090-treated cells, when 

photobleaching occurred in the middle cell of the chain, showed FM4-64 recovery while 

MalF-GFP signal did not (Figure 4A).  This paradoxical data indicated that the CM was 

completely separated from neighboring cells; thus, no GFP signal recovery was observed 

in the CM.  Under CHIR-090 treatment, the OM, previously showed no recovery (Figure 

1D), revealed FM4-64 recovery due to the LPS synthesis inhibition and the increase in 

membrane fluidity (Figure 4B).  Polymyxin B showed similar FRAP analysis to CHIR-

090 (Figure 4C).  Polymyxin B-treated cells showed no recovery in MalF-GFP signal 

indicating that the CM was complete and separated from other cells. However, some of 

the polymyxin B-treated cells did not show FM4-64 recovery (Figure 4C, bottom panel).  

We hypothesized that, unlike CHIR-090, polymyxin B partially inhibits LPS production 

thus LPS composition on the OM of some treated cells is enough to maintain its rigidity 

and static property (Figure 4D).  An optimal concentration of polymyxin B is needed in 

order to see the phenotype associated with LPS inhibition; at higher concentrations cell 

lyse due to its membrane disruption activity.  The importance of having the proper ratio 

of cells to antibiotics has been seen for other cell envelope targeted molecules such as 
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vancomycin and daptomycin in order to see different phenotypes microscopically.  At 

appropriate concentrations, vancomycin shows peptidoglycan synthesis inhibition 

phenotype rather than just cell lysis (22).  Similarly, daptomycin at lower concentrations 

revealed its interaction with the cell division protein DivIVA (30).  

 

Future experiments 

Analysis of LPS production upon polymyxin B treatment 

To confirm that LPS production was inhibited during polymyxin B treatment, we 

will examine the presence of LPS in polymyxin B- and CHIR-090-treated cells. LPS 

from bacteria treated with under conditions will be extracted using Tri-Reagent method 

(31). Bacterial cells from each treatment will be collected and resuspended in 200 µl of 

Tri-Reagent at room temperature for 10 min.  After incubation, 20 µl of chloroform will 

be added into the cell suspensions, vortexed vigorously, and incubated for 10 minute at 

room temperature.  Phase separation will be done by 12,000 x g centrifugation for 10 

minute.  The aqueous phase will be transferred to a new tube.  Repeat the phase 

separation steps by adding 100 µl of water into organic phase, vortex, and incubate 10 

minute for the total of four times. The pooled aqueous phase will be dried using speed 

vac and resuspended in 100 µl of water to get crude LPS extract.  LPS will be separated 

using SDS-PAGE and visualized by Pro-Q® Emerald 300 Lipopolysaccharide Gel Stain 

Kit or a modified silver staining protocol (32).  
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Figure 4.4  Polymyxin B and CHIR-090 effect outer membrane fluidity. (A) FRAP data 
of CHIR-090-treated cells.  FM4-64 (upper panel, red) showed recovery after 
photobleaching while MalF-GFP (lower panel, green) did not. (B) A model of fluidic OM 
(containing no or little LPS content) with a complete CM separation during FRAP. (C) 
FRAP data of polymyxin B-treated cells. FM4-64 (upper panel, red) showed recovery 
after photobleaching while MalF-GFP (middle panel, green) did not.  Some of polymyxin 
B-treated cells showed no recovery of FM4-64 signal as well (bottom panel).  (D) A 
model of static OM (containing high LPS content) with a completed CM separation 
during FRAP. 
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 Discussions 
 

The outer membrane of Gram-negative bacteria is a crucial component that 

provides them higher antibiotic resistance (3, 24).  Understanding the OM is an important 

step to gain insight into Gram-negative pathogenesis.  Here we show that FM4-64 can be 

used as a tool for bacterial membrane study, not only used as a vital membrane stain. In 

E. coli, FM4-64 binds to the OM and cannot penetrate to the cytoplasmic membrane 

regardless of the OM hydrophobicity.  This phenomenon was also observed in A. 

tumefaciens (23). Without the OM, FM4-64 binds to the cytoplasmic membrane of Gram-

positive bacteria, the first hydrophobic barrier that it encounters.  However, we found that 

FM4-64 can stain both the OM and the CM at the same time in some conditions. When 

FM4-64 was added prior to plasmolysis or cells were grown with FM4-64, low signal of 

FM4-64 can be found in the CM as well. Using FM4-64 for OM study, we demonstrated 

that LPS is a critical component that strongly affects OM membrane dynamics. In lptD E. 

coli with reduced LPS content, there was higher membrane fluidity similar to the CM.  

Thus, we hypothesized that inhibiting LPS production will result in a more dynamic OM. 

CHIR-090 is a small molecule that inhibits LPS production at the early step. We 

demonstrated that the OM of E. coli treated with CHIR-090 showed higher fluidity from 

FRAP analysis.   

Bacterial cytological profiles of polymyxin B-treated cells showed that polymyxin 

B triggered similar morphological responses to CHIR-090-treated cells, which led us to 

hypothesize that polymyxin B possibly targets LPS production pathway.  Our results are 

consistent with the fact that the complete loss of LPS due to mutations in lpx operon in A. 

baumannii conferred colistin resistance (13).  Also, the OM of E. coli treated with 



	  

	  
	  

58 

polymyxin B showed FM4-64 recovery from FRAP analysis similar to those treated with 

CHIR-090. Thus, polymyxin B might inhibit LPS production.  In the case of polymyxin 

B-treated cells that showed FM4-64 recovery, we ruled out the possibility that polymyxin 

B permeabilized the OM resulting in FM4-64 signal in both OM and CM since we saw 

no recovery in MalF-GFP in CM. We will perform biochemical assays to examine the 

level of LPS production in treated cells to confirm what we observed in vivo. When 

complete, this data might support the previous observations which showed that low 

concentrations of polymyxin B are synergistic with many other antibiotics against Gram 

negative bacteria (5, 33–35).  We hypothesize that, at the lower concentration, polymyxin 

B inhibits LPS production resulting in the membrane that is more vulnerable to other 

hydrophobic antibiotics leading to the synergistic effect.  However, LPS profiles of 

treated samples must be completed in order to prove our hypothesis. 

Fluorescence microscopy is becoming a major technique in antibiotic studies.  

Here we used BCP, a method based on bacterial cell morphology, to unveil another 

possible function of polymyxin B in LPS production.  Even though BCP did not identify 

the specific protein targets of polymyxin B, it uncovered a polymyxin B function that has 

never been observed by other methods. Polymyxin B was omitted from the previous 

study (22) because at high concentration polymyxin B causes cell lysis and thus we were 

not able to score cell morphology to include into the analysis.  This study highlights the 

importance of the concentration of the antibiotic used in the studies, especially antibiotics 

that are sensitive to the ratio of cells and antibiotic molecules. The cell density 

differences not only effect the readouts of MIC, here we showed that it also effect the 

MOA analysis as well. 
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Materials and Methods 

Strains and antibiotics 

Strains used in this study are E. coli MC4100 (27, 36) and lptD mutant (27) with 

and without plasmid containing MalF-GFP.  Polymyxin B sulfate salt was purchased 

from Sigma-Aldrich and stocks were made according to the manufacturer 

recommendations.  

Minimal inhibitory concentration (MIC) determination 

MIC of antibiotics were examined by a microdilution method as described 

previously (22). Bacteria were first grown in LB broth overnight.  Then, overnight 

cultures were diluted 1:100 into fresh media and grown at 30°C to early exponential 

phase (an OD600 of 0.2).  The exponential phase cells were diluted 1:100 again in the 

media containing different concentrations of antibiotics and grown at 30°C.  The MIC 

data were collected after 24 hours incubation. 

Plasmolysis  

Plasmolysis experiments were performed as previously described (37).  Briefly, 

bacteria cells were first grown to an OD600 of 0.4. Prior to cells harvest, 1 µg/ml FM4-64 

dye was added into bacteria cultures and incubated for 1 minute. Then, 1 ml of stained 

bacteria cultures were collected by centrifugation at 3,300 x g for 30 second and 

resuspended in 0.4 M sucrose for 2 minute.  Plasmolysed cells were put onto a slide for 

fluorescence microscopy. 
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Fluorescence Microscopy 

Bacterial cells sample preparation and microscopy for bacterial cytological 

profiling (BCP) were performed as previously described (22).  Plasmolysed cells were 

put onto a 1.2% agarose pad containing 0.4 M sucrose to maintain osmolality difference 

throughout the course of experiments. For FRAP analysis, three images were collected 

prior to photobleaching by 0.5 second exposure of 488 nm laser beam.  Post-bleach 

images were taken every 0.5 seconds for 30 seconds. 
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Alp7R Regulates Expression of the Actin-Like Protein Alp7A in
Bacillus subtilis

Alan I. Derman, Poochit Nonejuie, Brittany C. Michel, Bao D. Truong, Akina Fujioka, Marcella L. Erb, and Joe Pogliano
Division of Biological Sciences, University of California San Diego, La Jolla, California, USA

Alp7A is a bacterial actin from Bacillus subtilis plasmid pLS20 that functions in plasmid segregation. Alp7A’s function requires
that it assemble into filaments that treadmill and exhibit dynamic instability. These dynamic properties require the two other
components of the alp7A operon, the downstream alp7R gene and the upstream alp7C sequence, as does the ability of Alp7A to
form filaments at its physiological concentration in the cell. Here, we show that these two other components of the operon also
determine the amount of Alp7A that is produced in the cell. The deletion of alp7R leads to overproduction of Alp7A, which as-
sembles into large, amorphous, static filaments that disrupt chromosome segregation and cell division. The product of the alp7R
gene is a DNA-binding protein that represses transcription of the alp7A operon. Purified Alp7R protein binds specifically to
alp7C, which contains two !A promoters embedded within a series of near-repeats of a 10-mer. Alp7R also shows the typical
nonspecific binding activity of a DNA-binding protein: Alp7R-GFP (green fluorescent protein) associates with the chromosomes
of cells that lack alp7C. When Alp7A-GFP is produced in B. subtilis along with untagged Alp7R, Alp7A-GFP also colocalizes with
the chromosome, indicating that Alp7R associates with Alp7A. Hence Alp7R, determines both the activity and the cellular con-
centration of Alp7A, and it can associate with Alp7A even if it is not bound to alp7C.

Bacteria have very many actin-like proteins (Alps) whose
amino acid sequences indicate that they are only distantly re-

lated to the very highly conserved eukaryotic actin (4). The Alps
are themselves evolutionarily diverse and so, in order to lay the
groundwork for understanding this diversity, we have organized
them into families whose members show at least 30% amino acid
identity (4, 47). Although only a small number of Alp families
have been studied to date, it has become apparent that the Alps
share the basic properties of eukaryotic actin. Their crystal struc-
tures approximate that of actin and they polymerize into filaments
(35). The Alps participate in a variety of central processes relating
to cell architecture and growth or to the movement and position-
ing of large structures within the cell.

There are fundamental differences between the few families of
Alps that are encoded on bacterial chromosomes and the many
families that are encoded on mobile genetic elements. The chro-
mosomal Alps are highly conserved. Members of the MreB family,
for example, are required for the proper cell morphology of non-
spherical bacteria and are present in most rod-shaped bacteria (8,
9, 22, 24, 43, 49). FtsA, the other prominent chromosomal Alp, is
a critical component of the cell division machinery and is well
represented in eubacteria (7, 14, 21, 48). There are, in contrast, at
least 30 distinct families of Alps that are encoded on a variety of
mobile genetic elements, and many of these Alps perform the
same function. For example, Alp7A, AlfA, and ParM represent
three distantly related families of Alps; they are encoded on three
different plasmids, yet they all segregate plasmids (1, 4, 27, 32, 47).
Their identical function notwithstanding, these Alps have been
shown to differ in their cell biological and in their biophysical
properties (1, 4, 10, 11, 26, 32). Studying these proteins provides
an opportunity for us to comprehend the scope of actin-based
solutions to the challenge of plasmid segregation and at the same
time to gain insights into the plasticity of actin that the study of
eukaryotic actin or the few chromosomal Alps of bacteria cannot
provide.

We have focused on Alp7A, a plasmid segregation protein from

the 55-kb Bacillus subtilis plasmid pLS20 (4, 25). Alp7A shares
only 13% primary sequence identity with eukaryotic actin but
contains its five signature nucleotide binding motifs. Alp7A-GFP
(green fluorescent protein), which retains the full function of
Alp7A in plasmid segregation, polymerizes into filaments in B.
subtilis that display the characteristic dynamic properties of both
eukaryotic actin and tubulin; Alp7A filaments treadmill and ex-
hibit dynamic stability. Mutations of amino acids that would be
expected, in the manner of eukaryotic actin, to be involved in the
binding or hydrolysis of nucleotide either eliminate these dynamic
properties or prevent Alp7A from assembling into filaments (4).

The alp7A gene is the first of two genes that comprise a small
operon adjacent to the pLS20 origin of replication (4, 25). A mini-
pLS20 plasmid built from the operon and adjacent origin is, like
pLS20 itself, completely stable over more than 30 generations of
exponential growth. Deletion of the operon or of the alp7A gene
from the operon leads to the rapid loss of mini-pLS20. Alp7A
must be able to assemble into dynamic actin-like filaments in or-
der to function in plasmid segregation; the mutations that prevent
Alp7A filament formation or deprive Alp7A filaments of their
dynamic properties also destabilize the plasmid. The dynamic
properties of Alp7A also require that the other components of the
operon be present in the cell either in cis or in trans. In the absence
of the promoter region and the smaller downstream gene alp7R,
only static filaments are formed, and these lack the uniform ap-
pearance of their dynamic counterparts. The other components of
the operon also determine the critical concentration for Alp7A
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filament formation in the cell. When these components are pres-
ent, dynamic filaments are observed if Alp7A is present at the level
ordinarily found in a cell containing pLS20. When they are absent,
filaments are observed only if Alp7A is present at more than 5-fold
higher levels, and these filaments are static (4).

In the case of alp7A then, the activity and therefore the function
of a bacterial actin is regulated by the other components of the
operon. There is regulation of actin function and activity in other
actin-based plasmid segregation systems, but it can be of a very
different sort. In the parMR operon of the Escherichia coli plasmid
R1, for example, the parM gene codes for another bacterial actin
that is distantly related to eukaryotic actin, to the alp7 family, and
to the other bacterial actin families (4, 12, 13, 45, 47). ParM, like
Alp7A, is a plasmid segregation determinant, and filaments of
both this prototypical ParM and the ParM of plasmid pB171 ex-
hibit dynamic instability (10, 11, 34, 37, 41). Biophysical experi-
ments with the ParM proteins have demonstrated, though, that
this dynamic instability requires no extrinsic factors and that the
critical concentration for filament formation is low enough that
filaments would be expected to form spontaneously within the cell
(10, 41). Experiments with an in vitro reconstitution of the entire
system indicate that the product of the downstream parR gene,
bound to the parC site that is situated upstream of parM, squelches
the dynamic instability of ParM filaments and prevents their cat-
astrophic disassembly (11).

The parMR promoter is embedded in the parC site such that by
binding at parC, the ParR protein also represses transcription of
the operon. Transcriptional repression has been demonstrated in
the parM operon from plasmid R1 and also in the parM operon of
plasmid pB171 (20, 26, 40). Complete repression of the R1 operon
requires all 10 of the short repeat elements that comprise parC (2).

Comparatively little is known about alp7R and alp7C, the cor-
responding components of the alp7A operon, although they are a
key to understanding the fundamental differences in behavior be-
tween the ParM and Alp7A systems. As more of these systems are
studied closely, it has become apparent that even though all are
actin-based plasmid segregation machineries, they do not func-
tion identically. Among the systems that have been studied—
ParM, AlfA, the ParM of plasmid pSK41 (actually distantly related
to the prototypical ParM and a member of another Alp family),
and Alp7A— differences have been observed in nucleotide bind-
ing and hydrolysis parameters, in the kinetics of filament forma-
tion, and in filament structure and filament behavior (4, 10, 11, 26,
32–37, 41). These differences no doubt reflect the great evolution-
ary distances between these Alp families. As a necessary step to-
ward cataloging and explaining the differences between the Alp7A
system and these other actin-based plasmid segregations systems,
we turned our attention to the regulatory components of the
alp7A operon.

MATERIALS AND METHODS
Molecular biology. The standard techniques of molecular biology were
used. Genomic DNA was purified from Bacillus with a modification of a
protocol developed for Gram-negative bacteria (29). Plasmids and DNA
fragments, including products of PCR amplifications, were purified with
kits from Qiagen, Invitrogen, or Fermentas. DNA modification enzymes,
polymerases, and other molecular biology reagents were obtained from
New England BioLabs unless noted otherwise. Shrimp alkaline phospha-
tase was obtained from Roche Diagnostics, and RNase was obtained from
Qiagen. Deoxynucleoside triphosphates (dNTPs) were obtained from a
variety of sources, including Roche Diagnostics and Fermentas. Other

biochemicals and chemicals were obtained from Fisher, VWR, or Sigma.
Agarose for routine electrophoresis was obtained from Denville Scientific.
Oligonucleotide primers (see Table S1 in the supplemental material) were
synthesized by Allele Biotechnology and Pharmaceuticals or by Integrated
DNA Technologies. DNA sequencing was performed by Eton Bioscience
or by Genewiz.

Plasmids were introduced into E. coli DH5! or BL21(DE3) by electro-
poration with a Gene Pulser Xcell (Bio-Rad) or by transformation of
chemically competent cells (18).

Plasmids and plasmid constructions. The plasmids used in this study
are listed in Table 1. The construction of plasmids pAID3129 (mini-pLS20),
pAID3195 [mini-pLS20 (alp7A-gfp), where gfp encodes green fluorescent
protein], pAID3169 [mini-pLS20 alp7A(D212A)], and pAID3171 (mini-
pLS20 "alp7AR) was described in our previous study (4).

(i) Expression of alp7R and production of Alp7R. Plasmid pME7
(pParaalp7R) was constructed by PCR amplification with oligonucleotide
primers P7 and P8 of the section of plasmid pAID3147 (mini-pLS20
"alp7A [4]) corresponding to 45 bp upstream of the alp7A initiation
codon, the alp7A in-frame deletion, the 10-bp intergenic region, the alp7R
gene, and the transcription terminator, followed by restriction of the am-
plicon with PstI and SphI and ligation of the product to plasmid pBAD33
(16) restricted with PstI and SphI. Plasmid pAID3204 (pPxylalp7R) was
constructed by PCR amplification with oligonucleotide primers P1 and
P2 of a section of plasmid pAID3147 corresponding to 45 bp upstream of
the alp7A initiation codon, the alp7A in-frame deletion, the 10-bp inter-
genic region, the alp7R gene, and the transcription terminator, followed
by restriction of the amplicon with BamHI and SphI and ligation of the
product to plasmid pWH1520 (42) restricted with BamHI and SphI.
Plasmid pAID3219 (pPxylalp7R-gfp) was constructed from plasmid
pAID3211, which contains a fusion of gfp to alp7R. pAID3211 was con-
structed by PCR amplification with oligonucleotide primers P3 and P4 of
a section of plasmid pAID3147 corresponding to 45 bp upstream of the
alp7A initiation codon, the alp7A in-frame deletion, the 10-bp intergenic
region, and the alp7R gene lacking its termination codon, followed by
restriction of the amplicon with EagI and ligation of the product to
pMUTIN-GFP# (23) restricted with EagI. The alp7R-gfp gene codes for
the 4-amino-acid linker ASID. pAID3211 DNA was amplified with
oligonucleotide primers P5 and P6, and the amplicon was restricted
with XmaI and SphI and ligated to pWH1520 restricted with XmaI and
SphI. pAID3219 includes the trpA transcription terminator that fol-
lows gfp in pMUTIN-GFP#. Plasmid pAID3277 (pPT7His6-alp7R) was
constructed from a preliminary pCR2.1-TOPO clone (Invitrogen).
The alp7R gene lacking its initiation codon was amplified from
pAID3147 by PCR with oligonucleotide primers P11 and P12, the
amplicon was cloned into the pCR2.1-TOPO vector, and candidates
were screened by DNA sequencing. The TOPO clone was restricted
with NheI, and the 411-bp fragment containing the alp7R gene was
ligated to pET28a (Novagen) restricted with NheI. The insert’s orien-
tation was determined by DNA sequencing.

(ii) Deletion of alp7R. Plasmid pAID3226 [mini-pLS20 alp7A(D212A)
"alp7R] was constructed via a modification of the standard PCR-based
site-directed mutagenesis protocol with mutagenic oligonucleotide prim-
ers P9 and P10 (52). The template for this mutagenesis was a derivative of
plasmid pAID3169 that was generated by monomolecular ligation of its
largest (6,847 bp) AatII restriction fragment (4). The 1,645-bp fragment
resulting from restriction of pAID3169 with BsrGI and NheI was then
replaced with the corresponding fragment from the mutagenized plas-
mid. Plasmid pAID3244 (mini-pLS20 "alp7R) was constructed by replac-
ing the 1,035-bp BsrGI-BbvCI fragment of pAID3226 with the corre-
sponding fragment from pAID3129. Plasmid pAID3232 [mini-pLS20
alp7A(D212A)-gfp "alp7R] was constructed by replacing the 2,840-bp
AvrII-SphI fragment from pAID3195 (4) with a fragment that was
generated by amplification of pAID3226 with oligonucleotide primers
P11 and P12 and then restriction with AvrII and SphI. Plasmid
pAID3261 [mini-pLS20 (alp7A-gfp) "alp7R] was constructed by re-
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placing the 695-bp AgeI fragment of pAID3244 with the correspond-
ing fragment from pAID3195. All plasmids were recovered as trans-
formants of strain JP3227. Transformants were isolated in the presence
of 0.2% L-arabinose and were maintained and stored in the presence of
0.2% arabinose.

Bacterial strains, strain construction, and growth of bacteria. The
strains used in this study are listed in Table 1. E. coli strain JP3227 was
constructed by transformation of strain JP313 (6) with plasmid pME7. All
physiology and microscopy experiments were carried out at 30°C in B.
subtilis strain PY79 (53) or in derivatives of PY79. The construction of
strain JP3161 (PY79 thrC::xylR! Pxylalp7A-gfp erm) was described in our
previous study (4). Strain JP3210 [PY79 thrC::(xylR! Pxylalp7R erm)] was
constructed by integration into the PY79 chromosome of a segment of
plasmid pAID3204 containing the xylR gene and Pxylalp7R. The derivative
of chromosomal integration vector pDG1664 (15) containing Pxylalp7A
that had been constructed for making strain JP3206 [PY79 thrC::(xylR!

Pxylalp7A erm)] (4) was restricted with SpeI and NruI, and the 7,703-bp
fragment was ligated to the 823-bp fragment generated by restriction of
pAID3204 with SpeI and NruI. The segment containing xylR and
Pxylalp7R was then integrated into the PY79 chromosome at thrC by a

double recombination event. Strain JP3300 (PY79 amyE::alp7C) was con-
structed by integration into the PY79 chromosome of a 531-bp segment
corresponding to the 477 bp directly upstream of alp7A, the first 15
codons of alp7A, and the sequence ACCTAATGA. The segment was gen-
erated by PCR amplification of pAID3129 with oligonucleotide primers
P15 and P16 and restriction of the amplicon with BamHI and HindIII.
The product was ligated to B. subtilis chromosomal integration vector
pDG1662 (15) restricted with BamHI and HindIII. The cloned segment
was then integrated into the PY79 chromosome at amyE by a double
recombination event. The chromosomal insert was verified by DNA se-
quencing. Strain JP3309 (PY79 amyE::alp7C thrC::xylR! Pxylalp7A-gfp)
was constructed by transformation of JP3300 with genomic DNA from
strain JP3161 (4). Strain JP3311 (pPxylalp7R/PY79 amyE::alp7C thrC::
xylR! Pxylalp7A-gfp) was constructed by transformation of strain JP3309
with plasmid pAID3204. All other B. subtilis strains were constructed by
standard transformation of PY79 or of derivatives of PY79 with the plas-
mids described above (5).

Medium components were manufactured by Becton, Dickinson, and
Co. Our LB formulation is 1% Bacto-tryptone, 0.5% yeast extract, 0.5%
NaCl per liter, with no pH adjustment. Most antibiotics were obtained

TABLE 1 Plasmids and strains used in this study

Plasmid or strain Description or genotype Reference and/or source

Plasmids
pAID3129 Mini-pLS20 4
pAID3169 Mini-pLS20 alp7A(D212A) 4
pAID3171 Mini-pLS20 "alp7AR 4
pAID3195 Mini-pLS20 alp7A-gfp 4
pAID3204 pPxylalp7R This study
pAID3219 pPxylalp7R-gfp This study
pAID3226 Mini-pLS20 alp7A(D212A) "alp7R This study
pAID3232 Mini-pLS20 alp7A(D212A)-gfp "alp7R This study
pAID3244 Mini-pLS20 "alp7R This study
pAID3261 Mini-pLS20 alp7A-gfp "alp7R This study
pAID3277 pPT7His6-alp7R This study
pME7 pParaalp7R This study

Strains
B. subtilis

PY79 Prototroph, 168 lineage 53
JP3133 pAID3129 [mini-pLS20]/PY79 4
JP3161 PY79 thrC::(xylR! Pxylalp7A-gfp erm) 4
JP3169 pAID3169/PY79 4
JP3171 pAID3171/PY79 4
JP3196 pAID3195/PY79 4
JP3210 PY79 thrC::(xylR! Pxylalp7R erm) This study
JP3223 pAID3219/PY79 This study
JP3233 pAID3232/JP3210 This study
JP3245 pAID3261/JP3210 This study
JP3247 pAID3226/JP3210 This study
JP3248 pAID3226/PY79 This study
JP3300 PY79 amyE::(alp7C cat) This study
JP3302 pAID3244/JP3210 This study
JP3309 PY79 amyE::(alp7C cat) thrC::(xylR! Pxylalp7A-gfp erm) This study
JP3311 pAID3204/JP3309 This study
JP3315 pAID3204/JP3161 This study
JP3322 pAID3219/JP3300 This study

E. coli
JP313 F# "araBAD-714 [araD139]B/r? "(argF-lac)169 $# e14# flhD5301 "(fruK-yeiR)725(fruA25) relA1

rpsL150(Strr) rbsR22 "(fimB-fimE)632(::IS1) deoC1
6

JP3227 pME7/JP313 This study
JP3277 pAID3277/BL21(DE3) This study
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from Sigma. Media for strains containing derivatives of pWH1520,
including mini-pLS20 and its derivatives, were supplemented with 100
!g ml"1 ampicillin or carbenicillin for E. coli or with 10 !g ml"1

tetracycline for Bacillus strains. Chloramphenicol was used at 5 !g
ml"1 and erythromycin at 2 !g ml"1 for Bacillus strains, kanamycin at
50 !g ml"1 for E. coli, and spectinomycin at 100 !g ml"1 for either
Bacillus strains or E. coli.

Plasmid stability assays. Plasmid stability assays were carried out as
described previously (4), except that the starter cultures contained 10 !g
ml"1 tetracycline and 0.5% D-xylose, the shake flask cultures requiring
xylose were supplemented hourly with xylose to 0.5%, and the nonselec-
tive medium for the plating of samples contained 0.5% xylose. For assays
of plasmid retention, colonies were patched onto LB agar plates contain-
ing 0.5% xylose and onto LB agar plates containing 10 !g ml"1 tetracy-
cline and 0.5% xylose.

Microscopy. Agarose pads contained 1.2% agarose (Invitrogen Ultra-
Pure 15510-027), 25% LB medium, and 0.2 !g ml"1 FM4-64 [N-(3-triethyl-
ammoniumpropyl)-4-{6-[4-(diethylamino)phenyl]hexatrienyl}pyridinium
dibromide; Molecular Probes/Invitrogen]. DAPI (4=,6-diamidino-2-phe-
nylindole, dihydrochloride; Invitrogen), when included, was present at 0.01
!g ml"1. Xylose was present at the concentrations indicated below. Pads were
inoculated with colonies from an LB agar plate containing selective antibiotic
and, when required for viability, 0.5% xylose, that had been streaked the
previous day from frozen glycerol stocks and incubated overnight at 30°C.
The pads were incubated at 30°C prior to and during imaging in the Weather
Station temperature-controlled chamber outfitted to the microscope (Preci-
sion Control LLC.).

For slides prepared from liquid cultures, FM4-64 was added to 1 ml of
culture to a concentration of 2 !g ml"1 and DAPI to a concentration of 2
!g ml"1, the cells were pelleted for 0.5 min at 3,300 # g in a microcentri-
fuge and resuspended in approximately 5% of the supernatant, and 5.0 !l
of the resuspension was applied to a polylysine-coated coverslip for im-
aging.

Microscopy was carried out as described previously (4). Unless other-
wise noted, micrographs of GFP and DNA (DAPI) were prepared from
undeconvolved images, and micrographs of membranes (FM4-64) were
prepared from deconvolved images.

Immunoblotting. Cultures for immunoblotting were started with
colonies from an LB agar plate containing 10 !g ml"1 tetracycline that
had been streaked the previous day from frozen glycerol stocks and incu-
bated overnight at 30°C. Several colonies were suspended in a small vol-
ume of LB medium, typically 0.5 ml, and equal volumes of the suspension
were used to inoculate a set of 6-ml LB cultures containing 10 !g ml"1

tetracycline and the appropriate amount of xylose. The cultures were
rolled at 30°C and supplemented hourly with xylose at the designated
concentration.

Lysates were prepared from cells in exponential phase, at an optical
density at 600 nm (OD600) of approximately 0.5. Trichloroacetic acid
was added to a final concentration of 5% to a volume of cells corre-
sponding to 1 OD600, and the cells were incubated on ice for 30 min,
pelleted, and washed as described previously (31). Cells were lysed
with 1 mg ml"1 chicken egg white lysozyme for 30 min at 37°C in 60 !l
of a buffer consisting of 35% sucrose, 900 !M EDTA, 30 mM Tris-HCl,
pH 8.0, that was supplemented with 160 !g ml"1 phenylmethylsulfo-
nyl fluoride and 0.6 !l of a protease inhibitor cocktail (Sigma P2714).
Two microliters of Triton X-100 was added at the end of the 30-min
incubation. After the addition of 140 !l 2# SDS-PAGE sample prep-
aration buffer, the samples were boiled for 5 min, vortexed, boiled
once more for 3 min, and then pelleted at ambient temperature in a
microcentrifuge at maximum speed. Fifteen microliters (0.075 OD600)
of the supernatant was loaded onto a polyacrylamide gel for SDS-
PAGE. The preparation of the hexahistidine-tagged Alp7A, which
was used as a molecular-weight standard, has been described previ-
ously (4).

Proteins were transferred to polyvinylidene fluoride (PDVF) mem-

branes in Towbin buffer containing 20% (vol/vol) methanol (51). Incu-
bation of the membrane with the primary antibody, a polyclonal antibody
raised against Alp7A (4), used at 1:10,000, and with the secondary anti-
body, a horseradish peroxidase-linked anti-rabbit IgG (GE Healthcare),
used at 1:3,000 or 1:5,000, was carried out in TBST, pH 8.0 (150 mM NaCl,
10 mM Tris-HCl, pH 8.0), to which was added 0.06% Tween 20 (vol/vol)
and 5% (wt/vol) instant nonfat dry milk (Safeway). Washes were per-
formed in TBST. The ECL Plus Western blotting detection system (GE
Healthcare) was used for detection. Relative band intensities were com-
puted from multiple exposures of a blot with the gel analysis feature of
ImageJ 1.45m (38).

Purification of Alp7R. Shake flask cultures of strain JP3277 were
grown at 30°C in LB medium supplemented with 50 !g ml"1 kanamycin,
induced at an OD600 of 0.4 with 750 !M isopropyl-$-D-thiogalactopyra-
noside (IPTG), and harvested 6 h later. The cells were lysed in CelLytic B
cell lysis reagent (product no. B7435; Sigma) supplemented with 200 !g
ml"1 chicken egg white lysozyme, 1 !g ml"1 RNase A (Qiagen), a pro-
tease inhibitor cocktail (product no. P2714; Sigma), and 150 !g ml"1

PMSF. The lysate was then treated with 40 units of DNase I (product code
M0303; New England BioLabs) in the presence of 10 mM MgCl2 and then
centrifuged after supplementation with NaCl to 300 mM, imidazole to
12.5 mM, and HEPES to 50 mM, pH 8.0. His6-Alp7R was purified from
the lysate by nickel affinity chromatography. The lysate was loaded onto a
column of His-Select nickel affinity gel (product no. P6611; Sigma), the
column was washed with 300 mM NaCl, 12.5 mM imidazole, 0.1% Triton
X-100, 50 mM HEPES, pH 8.0, and the protein was eluted in 300 mM
NaCl, 250 mM imidazole, 50 mM HEPES, pH 8.0.

Approximately 2 mg of His6-Alp7R from the most abundant fraction
were treated with thrombin agarose (product no. T7151; Sigma) in 10
mM CaCl2, 300 mM NaCl, 50 mM HEPES, pH 8.0, for 1 h or 2 h at
ambient temperature. SDS-PAGE indicated that this treatment resulted in
complete removal of the hexahistidine tag. The Alp7R protein was then
dialyzed against 300 mM NaCl, 1 mM EDTA, 20 mM HEPES, pH 8.0.
Protein concentration was determined on the basis of the calculated ex-
tinction coefficient of 7,450 M"1 cm"1 (30).

Electrophoretic mobility shift assay (EMSA). DNA substrates were
generated by amplification of pAID3129 with oligonucleotide primers
P17 and P18 (alp7C), P19 and P20 (alp7R), and P21 and P22 (ori rep). The
alp7C amplicon was restricted with SspI. The sequences of the three am-
plicons are as follows: alp7C (182 bp), 5=-CGTAAAGCCCCGGGCCTGA
AATCACTTTTCTCTACTGATTTCACTGATTTCATTTTTATTATAT
AATCCTCAAATAGCCTGTATTCACTGATTTTAAATGTGATTTCAT
TTTATTGACTTTAGTGATATAAGATGCTAGTATTGAGGAAAGTG
AAATCAAAGGAGAGAATAAAAATATGAAT-3=; alp7R (189 bp), 5=-
GAGCAGATTAGTACATTCAGTAAAGGTAAGAGTAAGGGTACCTTT
AGAGAGTATGCCTTTCAGCTCATAGAAAGGGACATGCAACAACAG
AAAGAGGAACAGCAGAATAGAGAAAAAGATCGTCATGTTCATGAT
GAATTAATTGCCATGAGAGAAGAAATGAAGAAAGAATTTCGTGAT
TTGAGGAAG-3=; and ori rep (191 bp), 5=-GACAGACATAGGCAATCG
ATCAGGATTTGAAACTAGCGTCATAGAGACGTCTGAGGTTTCCA
GCTCTGCCTTGCTATCGCCAGGCTTTCGCCTGCCATGACCTTTT
TACATACAATGCTTGTCCTGTATGCAACTTCTATGGGGTTTGTC
TCGTGTTCTCTCACACGGTCACACTCAATTGTGTGCCGCTG-3=.

The DNA substrate was mixed with Alp7R protein in a 20-!l reaction
mixture consisting of 300 mM NaCl, 5% polyethylene glycol (PEG) 8000,
1 mM EDTA, 25 !g ml"1 poly(dI-dC) (Sigma), 500 !g ml"1 bovine
serum albumin (BSA; New England BioLabs), 20 mM HEPES, pH 7.5, and
the mixture was incubated at ambient temperature for approximately 30
min. Typically, 100 ng of the alp7C DNA substrate and molar equivalents
of the other two substrates were used. Two microliters of a dye mixture
(2% xylene cyanol, 2% bromphenol blue, 300 mM NaCl, 1 mM EDTA, 20
mM HEPES, pH 7.5) was added to each reaction mixture, and the mix-
tures were fractionated on a 5% polyacrylamide gel (acrylamide/bis-acryl-
amide, 29:1 [Bio-Rad], 1# Tris-borate-EDTA [TBE], 1% PEG 8000, 10%
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glycerol) in 1! TBE after a 30-min prerun. The gel was stained and
destained briefly with ethidium bromide and then either photographed or
visualized with a Typhoon 9400 variable mode imager (GE Healthcare).
Band intensities were quantified with ImageJ 1.45m (38).

RESULTS
The alp7A operon of B. subtilis plasmid pLS20 is a plasmid stability
determinant. A mini-pLS20 plasmid containing the alp7A operon
and the adjacent pLS20 origin of replication is completely stable;
deletion of alp7A or of the entire operon leads to loss of the plas-
mid (4). The alp7A gene is followed by a smaller gene, which we
have designated alp7R (Fig. 1). We deleted alp7R from mini-
pLS20 and assessed the stability of the resulting plasmid. The in-
troduction of mini-pLS20 "alp7R into B. subtilis required that
alp7R be present elsewhere in the genome (Fig. 2A), so the gene
was placed under the control of the inducible Pxyl promoter and
installed on the chromosome. This requirement for alp7R sug-
gested that mini-pLS20 "alp7R would be unstable, and moreover,
that the plasmid most likely could not be tolerated by the cell.
Plasmid stability assays confirmed this. A culture was grown for
several generations in the presence of xylose and selective antibi-
otic and then assayed for antibiotic resistance at intervals follow-
ing subculture into unsupplemented medium. Plasmid retention
fell off precipitously starting at between 6 and 10 generations after
the withdrawal of xylose, such that by about 10 generations, the
plasmid was lost completely (Fig. 2B, red circles). During this
period, the growth rate slowed greatly. Under the microscope, we
observed aberrations in cell morphology, chromosome segrega-
tion, and cell division (Fig. 2C). Many cells appeared to be anucle-
ate (Fig. 2C, arrows). If the culture was instead maintained in the
presence of xylose (Fig. 2B, red squares), the plasmid was stable,
the cells grew normally, and they were indistinguishable from cells
of the strain containing intact mini-pLS20 (Fig. 2D and E).

We had seen similar disruptive effects on cell growth and via-

FIG 1 The alp7AR and parMR operons have similar structures. The alp7AR and
parMR operons are diagrammed to scale, with the lengths of their gene products in
amino acids (aa) shown. The alp7C sequence through the second codon of alp7A
is presented below, with the alp7A initiation codon underlined. Two potential #A

promoters are denoted in lowercase (17). The sequence contained in a set of near-
repeat elements is indicated as green text; the individual repeats are boxed. As
construed here, six of the repeats overlap an adjoining repeat by one base. An
inferred consensus is presented in the upper right. The presence of a base or a pair
of bases in the consensus requires at least six or more appearances at that position;
deviations are indicated in red. Some deviations, as in repeats 7 and 9, appear to
reflect promoter element constraints.

FIG 2 Deletion of alp7R destabilizes mini-pLS20 and is lethal to cells carrying the plasmid. (A) LB agar plates containing 10 $g ml%1 tetracycline with or without
0.5% D-xylose were incubated at 30°C for 24 h. Lower left, JP3133 (PY79 carrying mini-pLS20 [pLS20 origin of replication and alp7AR operon]); lower right,
JP3171 (PY79 carrying mini-pLS20 "alp7AR [pLS20 origin of replication only]); top, JP3302 (PY79 with an integrated xylose-inducible copy of alp7R, carrying
mini-pLS20 "alp7R [pLS20 origin of replication and alp7AR operon lacking alp7R]). (B) Exponential cultures grown in the absence of selection were sampled
at regular intervals for plasmid retention as described in Materials and Methods. Black, JP3133; blue, JP3171; red, JP3302. Open squares, hourly supplementation
with xylose to 0.5%; filled circles, no xylose supplementation. (C to E) Fluorescence microscopy images of strains supplemented or not supplemented with xylose.
Exponential cultures grown in the absence of selection as in the plasmid stability assay were sampled for microscopy. Membranes were stained with FM4-64 (red),
and DNA was stained with DAPI (blue). Scale bar equals 1 $m; all panels are at the same scale. (C) JP3302, with no xylose supplementation, at 4 h. Arrows indicate
anucleate cells. (D) JP3302, supplemented hourly with 0.5% xylose, at 4 h. (E) JP3133, supplemented hourly with xylose to 0.5%, at 3 h.
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bility in connection with the abnormal filament formation that
follows from overproduction of Alp7A. Observations from a xy-
lose titration were indeed consistent with a scenario in which lim-
iting the amount of Alp7R results in Alp7A-GFP overproduction.
When little or no xylose was provided to a culture, so that little or
no Alp7R was produced, many cells contained thick ribbon-like
filaments that seemed to fill them completely and in many cases
distorted them to the point of inhibiting their normal growth and
division (Fig. 3C and D). All of these filaments were static (see Fig.
S1 in the supplemental material). At a high xylose concentration,
many cells contained filaments that appeared normal and exhib-
ited dynamic instability (Fig. 3E and F), a property of the fully
functional protein (Fig. 3A and B; see also Fig. S2 and S3 in the
supplemental material).

It appeared then that Alp7R was functioning as a negative reg-
ulator of the alp7A gene. It was nevertheless possible that Alp7R
had no effect on the amount of Alp7A that was produced in the cell
and that its function was simply to enable the Alp7A that was
present to be assembled into normal dynamic filaments. In order
to distinguish these two possibilities, we measured the steady-state
levels of Alp7A in the presence and absence of Alp7R. When the
chromosomal alp7R gene was left uninduced in strains containing
!alp7R plasmids, the cells contained five to 10 times the Alp7A of
a strain containing mini-pLS20 (Fig. 3G) and 50 times the Alp7A-
GFP of a strain containing mini-pLS20 alp7A-gfp (Fig. 3H). In-
duction of the alp7R gene depressed Alp7A and Alp7A-GFP levels
to that of mini-pLS20 or below (Fig. 3G and H).

We substituted alp7A(D212A) for the wild-type alp7A in mini-
pLS20 !alp7R because this point mutation prevents filament for-
mation when present in mini-pLS20 (4). We hoped by doing this
to avoid the potential complications of studying regulation under
lethal conditions. The resulting !alp7R strain did not require xy-
lose for viability (Fig. 4A), but the steady-state level of
Alp7A(D212A) was again elevated, to 20 times that found in the
cell when the alp7R gene was intact (Fig. 4B). Although we had not
seen Alp7A(D212A)-GFP polymerize into filaments before, this
level of overproduction was sufficient to drive much of the protein
into filaments, albeit filaments lacking dynamic properties (Fig.
4C and D; see also Fig. S4 in the supplemental material). As was
the case for wild-type Alp7A, induction of the chromosomal alp7R
gene led to a reduction in the steady-state level of Alp7A(D212A)
or of Alp7A(D212)-GFP: the greater the induction, the lower the
steady-state level (Fig. 4B to F). At the highest induction level, no
filaments were observed, and soluble Alp7A(D212A)-GFP was
distributed uniformly throughout the cell, as it was in a strain
containing mini-pLS20 alp7A(D212A) with an intact alp7R gene
(Fig. 4E and F).

Alp7R is therefore a negative regulator of alp7A gene expres-
sion and presumably of the alp7A operon. The structure of the
alp7A operon closely resembles that of the parM operon (Fig. 1).
The actin gene, alp7A or parM, is followed by a smaller gene, alp7R
or parR, that codes for a protein with a high percentage of charged
amino acid residues, many of which show up in short runs of two
or more (4). ParR is a DNA-binding protein that binds at parC, a
sequence directly upstream of the parM gene that contains 10
imperfect iterations of a 10-mer sequence which straddle the pro-
moter (2, 3). The sequence directly upstream of alp7A contains a
series of 10 imperfect iterations of a 10-mer sequence in which two
putative "A promoters are embedded (Fig. 1). When expressed in
B. subtilis PY79, an Alp7R-GFP fusion protein delineated the

chromosome in the manner of DAPI staining, indicating that it
was bound to DNA nonspecifically (Fig. 5A, left). When the fusion
protein was expressed in a variant of PY79 in which the alp7C
sequence had been installed on the chromosome, discrete foci
could be observed (Fig. 5A, right). In cells that contained these
foci, the number ranged from one to four, as would be expected

FIG 3 Depletion of Alp7R leads to overproduction of Alp7A. (A to F) Fluo-
rescence microscopy images of strains grown in the presence or absence of
D-xylose (agarose pads; scale bar equals 1 #m; all panels are at the same scale).
(A and B) JP3196 (PY79 carrying mini-pLS20 alp7A-gfp) in the absence of
xylose. (C to F) JP3245 (PY79 with an integrated xylose-inducible copy of
alp7R, carrying mini-pLS20 alp7A-gfp !alp7R) in the absence of xylose (C and
D) or in the presence of 0.5% xylose (E and F). Arrows denote filaments whose
dynamic behavior can be tracked in the lower left section of the corresponding
movie (see Fig. S2 in the supplemental material). (A, C, and E) Cell membranes
(FM4-64) and GFP. (B, D, and F) GFP only. See also Fig. S1, S2, and S3 in the
supplemental material. (G and H) Immunoblots prepared from lysates of
JP3302 (PY79 with an integrated xylose-inducible copy of alp7R, carrying
mini-pLS20 !alp7R) (G) or JP3245 (PY79 with an integrated xylose-inducible
copy of alp7R, carrying mini-pLS20 alp7A-gfp !alp7R) (H) grown in the pres-
ence of various concentrations of xylose. The filter was probed with a poly-
clonal anti-Alp7A serum. Lanes are labeled with the xylose concentrations
used. The lane labeled “alp7R$” shows the steady-state level of Alp7A that is
present in JP3133 (PY79 carrying mini-pLS20) (G) or of Alp7A-GFP that is
present in JP3196 (PY79 carrying mini-pLS20 alp7A-gfp) (H). The rightmost
lane contains purified His6-Alp7A (G and H).
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under these growth conditions if a single focus were formed at
each alp7C site. These findings suggested that Alp7R was a DNA-
binding protein like ParR and that it bound specifically at alp7C.

EMSAs were therefore carried out to assess the nature and
specificity of the binding. As the molar ratio of purified Alp7R
protein to alp7C DNA was increased from 1 to 25, we observed a
shift of the DNA from its normal migration position, owing to its
incorporation into high-molecular-weight complexes (Fig. 5B
and D). There was also shifting, but considerably diminished, of
either of two alternative DNA fragments of similar size, one cor-
responding to part of the alp7R structural gene and the other to

part of the pLS20 origin of replication. This difference was partic-
ularly pronounced when competitor was included in the binding
reaction mixtures (Fig. 5C). Even at a 25 molar excess of Alp7R,
where more than 80% of the alp7C DNA shifted, nearly 80% of the
other two DNA fragments failed to shift (Fig. 5C and D). These
data confirmed our in vivo findings that Alp7R, although capable
of binding to DNA nonspecifically, binds specifically to alp7C.

Having demonstrated binding of Alp7R at alp7C, we at-
tempted to determine how Alp7A interacts with these other com-
ponents. In order to do this, we took advantage of the observation
that in the absence of alp7C, Alp7R binds nonspecifically to DNA
(Fig. 5A, left). In place of alp7R-gfp, we expressed alp7R coordi-
nately with alp7A-gfp. Interaction of Alp7A-GFP and Alp7R
would be expected to give rise to a fluorescence pattern that re-
sembled that of Alp7R-GFP. This turned out to be the case; the
chromosome was again delineated in the manner of DAPI staining
(Fig. 6A). Hence, Alp7A interacts with Alp7R and it can do so even
if there is no alp7C present in the cell for Alp7R to bind to.

When we introduced alp7C, we reconstituted the complete sys-
tem, albeit with its components dispersed: alp7C was on the chro-
mosome, alp7A-gfp was in single copy elsewhere on the chromo-
some, and alp7R was on a multicopy plasmid. It was therefore not
surprising that coordinate induction of alp7A-gfp and alp7R even-
tually gave rise to dynamic filaments in these cells (Fig. 6B; see also
Fig. S5 in the supplemental material). Alp7R was required for this.
In its absence, in a strain that contained only the chromosomal
copies of alp7C and alp7A-gfp but no alp7R plasmid, only small
static filaments were observed (Fig. 6C; see also Fig. S6 in the
supplemental material), and this profile was indistinguishable
from that of a strain containing only the chromosomal copy of
alp7A-gfp (Fig. 6D; see also Fig. S7 in the supplemental material).
So alp7C in the absence of alp7R has no effect on Alp7A activity,
and Alp7R is therefore indispensable for the formation of dynamic
filaments. There was also no fluorescent delineation of the chro-
mosome in these cells (Fig. 6C and D), indicating that Alp7A-GFP
is unable to interact directly with DNA and confirming that the
fluorescence pattern in Fig. 6A could be generated only through an
interaction between Alp7A-GFP and Alp7R.

DISCUSSION
In our previous study, we found that alp7R and alp7C regulate the
activity of Alp7A, that alp7R and alp7C are required for Alp7A to
assemble into dynamic filaments at its physiological concentra-
tion (4). In the present study, we have found that Alp7R and alp7C
also regulate the production of Alp7A. When alp7R was deleted
from mini-pLS20, the steady-state levels of Alp7A were increased
up to 50-fold, and the cells were filled with large filaments of
irregular shape that lacked dynamic properties. These rigid fila-
ments that filled much of the cells’ interior space were likely to
interfere with chromosome segregation or with cell division and
presumably account for the lethality that we observed.

Although Alp7R may contribute in more than one way to set-
ting Alp7A levels in the cell, its principal contribution is at the level
of transcription. Alp7R is a negative regulator of alp7A gene ex-
pression. The region immediately upstream of alp7A, which we
call alp7C in analogy with parC, the corresponding region in the
parMR operon, contains two potential !A promoters. The EMSA
and cell biology data indicate that Alp7R binds preferentially at
alp7C. Although we cannot rule out more sophisticated mecha-
nisms, Alp7R seems to function as a simple transcriptional repres-

FIG 4 Deletion of alp7R causes Alp7A(D212A) to assemble into filaments. (A)
LB agar plates containing 10 "g ml#1 tetracycline with or without 0.5% D-xy-
lose were incubated overnight at 30°C. Lower left, JP3247 [PY79 with an inte-
grated xylose-inducible copy of alp7R, carrying mini-pLS20 alp7A(D212A)
$alp7R]; lower right, JP3169 [PY79 carrying mini-pLS20 alp7A(D212A)]; top,
JP3248 [PY79 carrying mini-pLS20 alp7A(D212A) $alp7R]. (B) Immunoblot
prepared from lysates of JP3247 grown in the presence of various concentra-
tions of xylose. The filter was probed with a polyclonal anti-Alp7A serum.
Lanes are labeled with the xylose concentrations used. The lane labeled
“alp7R%” shows the steady-state level of Alp7A(D212A) that is present in
JP3169. The rightmost lane contains purified His6-Alp7A. (C to F) Fluores-
cence microscopy images of strain overproducing Alp7A(D212A) (agarose
pads; scale bar equals 1 "m, all panels are at the same scale). JP3233 [PY79 with
an integrated xylose-inducible copy of alp7R, carrying mini-pLS20
alp7A(D212A)-gfp $alp7R] in the absence of xylose (C and D) or in the pres-
ence of 0.5% xylose (E and F). (C and E) Cell membranes (FM4-64) and GFP.
(D and F) GFP only. See also Fig. S4 in the supplemental material.
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sor, impeding transcription by promoter occlusion. In this re-
spect, alp7AR would resemble every actin-based bacterial plasmid
segregation system whose regulation has been studied to date,
including the parMR systems from plasmids R1 and pB171 (3, 20,
40) and two distantly related systems, the parMR system from
plasmid pSK41 (46) and the alfAB system from plasmid pLS32 (1,
50). In each case, the product of the downstream gene is a DNA-
binding protein that binds upstream of the actin gene and re-
presses transcription. Alp7R presumably represses transcription
of the entire operon, including the alp7R gene. The negative feed-
back loop that is established necessarily ensures that the appropri-
ate amount of Alp7R is present in the cell to promote the forma-
tion of normal dynamic filaments. Disruption of this feedback
loop leads to aberrant filament formation, perturbation of plas-
mid segregation, and cell death.

The sequence of Alp7R resembles that of ParR in its length and
charge distribution (4). The crystal structures of ParR from pB171
and of the N-terminal portion of the DNA-binding protein from
pSK41 in complex with a 20-mer derived from its binding site
revealed that both proteins contain N-terminal ribbon-helix-helix

FIG 5 Alp7R is a DNA-binding protein that binds specifically at alp7C. (A)
Fluorescence microscopy of strains expressing alp7R-gfp (agarose pads; scale
bar equals 1 !m, all panels are at the same scale). Left, JP3223 (PY79 carrying
pPxylalp7R-gfp) in the presence of 0.5% xylose. Right, JP3322 (PY79 with an
integrated copy of alp7C, carrying pPxylalp7R-gfp) in the presence of 0.1%
xylose. Top, cell membranes (FM4-64) and DNA (DAPI). Bottom, cell mem-
branes and GFP. (B and C) Electrophoretic mobility shift assays (EMSA) of
alp7C DNA by the Alp7R protein. See Materials and Methods. The number
above each lane indicates the molar ratio of Alp7R protein to the DNA ampli-
con. (B) Competitor poly(dI-dC) was omitted from the binding reaction mix-
ture. The high-molecular-weight material consists entirely of complex. (C)
Competitor poly(dI-dC) was present in the binding reaction mixture at 25 !g
ml"1. At the higher Alp7R-to-alp7C ratios, the high-molecular-weight mate-

rial contains both competitor and complex. (D) The percentage of unshifted
DNA in each lane of panels B and C is plotted against the molar ratio of Alp7R
to DNA. Black filled symbols, alp7C amplicon with competitor, from the ex-
periment represented in panel C; black open symbols, alp7C amplicon without
competitor, from the experiment represented in panel B; blue, alp7R amplicon
with competitor, from the experiment represented in panel C; green, origin of
replication amplicon with competitor, from the experiment represented in
panel C.

FIG 6 Alp7R and Alp7A interact; Alp7R is indispensable for the formation of
dynamic Alp7A filaments. (A to D) Fluorescence microscopy images of strains
expressing Alp7A-GFP by itself or in the presence of other components of the
system (agarose pads containing 0.5% xylose; scale bar equals 1 !m, all panels
are at the same scale). (A) JP3315 (PY79 with an integrated xylose-inducible
copy of alp7A-gfp, carrying pPxylalp7R). Top, cell membranes (FM4-64) and
GFP (Alp7A-GFP); middle, cell membranes (FM4-64) and DNA (DAPI); bot-
tom, GFP (Alp7A-GFP) and DNA (DAPI). GFP panels were prepared from
deconvolved images. (B) JP3311 (PY79 with an integrated xylose-inducible
copy of alp7A-gfp and an integrated copy of alp7C, carrying pPxylalp7R). (C)
JP3309 (PY79 with an integrated xylose-inducible copy of alp7A-gfp and an
integrated copy of alp7C). (D) JP3161 (PY79 carrying an integrated xylose-
inducible copy of alp7A-gfp). (B to D) Cell membranes and GFP. See also Fig.
S5 to S7 in the supplemental material.
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(RHH) domains, which places them in the MetJ/Arc family of
gene regulators (28, 39, 46). The RHH domain, or more properly
the surface that is formed from a pair of RHH domains upon
protein dimerization, constitutes the DNA-binding moiety. The
sequence diversity among MetJ/Arc family members and the small
size of the DNA-binding domain make it difficult to determine, in
the absence of structural information, whether Alp7R is a member
of this family as well (44). That said, it is not hard to spot stretches
of similarity between Alp7R and some RHH family members. For
example, the sequence near the N terminus of Alp7R (PLFNVR)
resembles that of the bacteriophage P22 repressor proteins Arc
(PQFNLR) and Mnt (PHFNFR), two founding members of the
family; in the RHH dimer, this short sequence gives rise to the
!-sheet, or “ribbon,” that contacts the DNA (44).

RHH protein dimers tend to interact cooperatively and give
rise to higher-order structures (28, 44). This has turned out to be
true in the case of the DNA-binding proteins associated with ac-
tin-driven plasmid segregation systems. The structure of the
ParR-DNA complex was inferred from the pB171 ParR crystal
structure and electron micrographs of the ParR protein of plasmid
R1 with parC DNA. ParR dimers assembled into a ringlike helical
formation, with 12 dimers comprising a full 360° turn of the ring
(28). The cocrystal of the pSK41 RHH domain with its 20-mer
binding site yielded a similar structure, a finding which was sup-
ported by electron microscopy. Each 20-mer was bound by two
dimers, and as in the case of ParR, a total of 12 dimers were re-
quired for a full turn of the ring (46). In both structures, the bound
DNA was wrapped around the outer circumference of the ring and
the actin filament was proposed to interact with the interior of the
ring (28, 46).

It is likely that alp7C is also bound by many copies of Alp7R.
Alp7R-GFP forms bright foci on bacterial chromosomes that con-
tain alp7C, and a single protein or dimer could not be expected to
produce so bright a focus. The high-molecular-weight material
generated in the EMSA experiments migrates as a diffuse band and
may represent a collection of species, yet the apparent size of this
collection does not change above a certain Alp7R-to-alp7C ratio
(Fig. 5B). So the complexes are probably discrete species, with a
fixed number of Alp7R monomers or dimers bound at alp7C. If
one assumes that each complex contains a single copy of alp7C,
the median molecular weight of the collection is consistent with a
complex containing from 35 to 40 copies of Alp7R. It would fol-
low that each of the 10 repeats is bound by about four copies of
Alp7R, or two Alp7R dimers. This is a rough reckoning, but the
numbers are of the same order as those in the ParR and pSK41
complexes, so it would not be surprising if the Alp7R/alp7C com-
plex is of a similar configuration. And binding is likely to be co-
operative as well, because Hill plots of the EMSA data yield Hill
coefficients (nH values) of 3.0 or greater (not shown).

Alp7R binds specifically at alp7C, but it also binds nonspecifi-
cally to unrelated DNA sequences, as is typical of DNA-binding
proteins. When expressed in strains that lack alp7C, Alp7R-GFP
delineated the chromosome. We found that replacement of
Alp7R-GFP with Alp7R and Alp7A-GFP gave rise to a similar
pattern of fluorescence, indicating that Alp7A interacts with
Alp7R under these circumstances. We had inferred an interaction
between Alp7A and Alp7R from our earlier observation that
Alp7R/alp7C is required for Alp7A to assemble into dynamic fil-
aments at its physiological concentration (4), but this is the first
demonstration of the interaction. The interaction is likely to be

direct, although we cannot rule out the possibility that it is medi-
ated by other cellular proteins. It is noteworthy, though, that this
interaction requires neither the Alp7R-alp7C centrosome com-
plex nor that Alp7A be filamentous. We had expected the interac-
tion between Alp7A and Alp7R to require binding of Alp7R at
alp7C. Instead, Alp7R, bound nonspecifically to DNA in its search
for alp7C, may already be associated with Alp7A.

We undertook the present study to extend our understanding
of the Alp7A system and as part of an ongoing effort in the field to
sort out which features are conserved and which vary among the
great many actin-based plasmid segregation systems. Our findings
add to the evidence that the DNA-binding protein in these sys-
tems, in addition to its function in the mechanics of plasmid seg-
regation, invariably functions to regulate transcription of the
operon. Evolution has allowed for differences in polymer struc-
ture, in the kinetics of polymerization, in the role that the DNA-
binding protein has in regulating these parameters. But the DNA-
binding protein as regulator of transcription would seem to be a
constant.
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Table S1 Oligonucleotide Primers 

 

 

 

 

Oligonucleotide Primers 
 
P1 5'-CTGTAGGATCCTAATGAGATGCTAGTATTGAGGAAAGTG-3' 
P2  5'-GTACTGCATGCGTTGCTCAGGGCGTCTG-3' 
P3  5'-CTGTACGGCCGGATGCTAGTATTGAGGAAAGTG-3' 
P4 5'-GTACTCGGCCGATCGATGCTAGCAAAATCATAGTCGTATTCTTCTTC-3' 
P5  5'-CTGTACCCGGGGATAATGAGATGCTAGTATTGAGGAAAGTG-3' 
P6 5'-GTACTGCATGCGACCTCGTTTCCACCGGAATTAG-3' 
P7  5'-GTACTGGCTGCAGGATGCTAGTATTGAGGAAAGTG-3 
P8  5'-GTCTGCGGGACTCGTTGCGTACGGACATAG-3'   
P9  5''-GAGGCACAATCAATTTAGGAGCCTGGATTAATCTAG-3' 
P10  5'-CTAGATTAATCCAGGCTCCTAAATTGATTGTGCCTC-3' 
P11  5'-GTACTCCTAGGGAGGCACAATCAATTTAGGAGCCTG-3' 
P12  5'-GTAAGAGCCGCGAGCGATC-3' 
P13  5'-CTGTAGCTAGCGGGAAAAACAAAAGAATTCCAC-3' 
P14  5'-GTACTGCTAGCTCATTAAAAATCATAGTCGTATTCTTCTTC-3' 
P15  5'-GTACTGGATCCGTGTTGACGTATACACTTGTTTTCG-3' 
P16  5'-CTGTAAAGCTTTCATTAGGTGTACATACTGTTTCCAAAGTCCACGTTC-3' 
P17  5'-CGTAAAGCCCCGGGCCTGAAATC-3' 
P18  5'-GTTTCCAAAGTCCACGTTCATACGAGAAATATTC-3' 
P19  5'-GAGCAGATTAGTACATTCAGTAAAG-3' 
P20  5'-CTTCCTCAAATCACGAAATTCTTTC-3' 
P21  5'-GACAGACATAGGCAATCGATCAG-3' 
P22  5'-CAGCGGCACACAATTGAGTGTG-3' 
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My thesis research is focusing on developing the bacterial cytological profiling 

(BCP) technique that can be used to determine the mechanism of action (MOA) of 

antibacterial molecules based on bacterial cell morphological changes upon antibiotic 

treatment.  The cytological profiles of known antibiotics were established and separated 

into subgroups based on their MOA.  BCP was used to determine the MOA of a new 

antibacterial molecule, spirohexenolide A, as a membrane active compound similar to 

nisin (1). Similar to eukaryotic cytological profiling (2, 3), BCP relies on a large number 

of bacterial cell morphology parameters obtained from image analysis.  Thus, it has long 

been assumed that BCP would not work since bacteria are much smaller than eukaryotic 

cells.  Even if BCP works, it will require an ultra high-resolution microscope to 

accurately visualize the bacterial cell morphologies and  significant image analysis to 

extract the data.  

My thesis work shows that BCP is a simple one step technique that can be used in 

antibiotic discovery without the need for ultra high-resolution microscopy.  BCP is faster 

than other conventional methods. The whole BCP process can take only a couple of hours 

to determine the MOA of new molecules yet provides higher resolution that other 

methods by unveiling dozens of different pathways in a single test.  No special strain 

collections are needed in BCP unlike other methods (4); however, it is clear that certain 

specialized strains might be important in the future development of BCP in order to more 

precisely identify the molecular target.  Also, BCP needs only small amount of 

molecules, so it is suitable for studying newly isolated molecules, which are usually 

available in small amount.    
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BCP is the new MIC 

Antibiotic studies strictly rely upon an empirical test, growth or no growth test, 

before starting a MOA study.  Minimal inhibitory concentration (MIC) is used as a 

reference concentration of antibiotic that kills all of the bacteria present in a culture.  

While it provides very useful information about killing activity, the MIC readout is 

highly fluctuating.  Many MIC standard methods have been established in order to cope 

with its inaccuracy such as the disk diffusion method, an E-test method and a 

microdilution method but none of them alone provides perfectly consistent results.  This 

inconsistency of MIC readout is mainly caused by the different ratio of antibiotic 

molecules and number of bacterial cells in each experiment.  If a ratio of drug/cell is high 

in the experiment, the MIC from that experiment will be underestimated, and vice versa. 

Without the MIC data in hand, BCP can identify the MOA and demonstrate at which 

concentration of antibiotic the bacteria are killed by performing BCP under different 

concentrations.  The lowest concentration of antibiotic that yields a noticeable phenotype 

can be called the minimal phenotypic change concentration (MPCC).   

Also, some antibacterial molecules are highly unstable in bacteria growing in 

certain conditions or are detoxified by bacteria.  Conventional empirical methods might 

overlook these unstable compounds. BCP can serve as an alternative single cell method 

to traditional MIC testing. We found that BCP worked very well with unstable 

compounds.  For example, we use BCP to estimate the MIC of bacilleane, a protein 

translation inhibitor secreted from Bacillus subtilis.  Bacilleane is very unstable in the 
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presence of oxygen, thus the conventional MIC method that relies on cell growth failed to 

determine its MIC.  

 

BCP in species-specific antibiotics 

BCP can be applied to species-specific whole cell screening which is considered 

to be the future trend of antibiotic discovery. Compounds that specifically inhibit 

particular pathogens are less likely to be a nuisance compound like detergent or DNA 

intercalating agents. Working closely with the Kit Pogliano lab, we are now expanding 

BCP to a Gram-positive model organism, Bacillus subtilis, and a pathogen, methicillin 

resistant Staphylococcus aureus (MRSA).  Pseudomonas is also one of our top priorities; 

however, fluorescence techniques need to be optimized toward Pseudomonas screening 

due to its efflux pumps that can pump out many fluorescent dyes.  Moreover, biofilm 

production can interfere with dye staining and antibiotic treatment.  Mycobacterium is 

also particularly interesting.  It is notoriously difficult to treat with conventional 

antibiotics due to its very slow growth and ability to stay dormant in the host body for 

many years.  Unfortunately, most antibiotics work well against vegetative cells, not latent 

cells. This is why prodrug-like antibiotics are the key to treatment of these dormant 

bacteria.  One possibility is that we could screen for a prodrug-like antibiotic using BCP.  

Since BCP uses a non-destructive fluorescence microscopy technique, it is possible to 

perform time-course imaging following single cells after prodrug exposure and 

eventually reveal the MOA. 
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Another benefit of species-specific antibiotics is that they exhibit fewer side 

effects on the human since the normal flora in human are not targeted (5).  Unlike broad-

spectrum antibiotics, species-specific antibiotics will reduce the risk of bacteria becoming 

resistant since they specifically kill the pathogens not the common bacteria.  The more 

bacteria targeted by antibiotics, the higher chance of resistance to occur and eventually 

transfer to pathogenic strains. 

 

BCP in natural product derived antibiotics research 

Due to the relatively unsuccessful approach of target-based screening of 

chemically synthesized compound libraries (6), antibiotic discovery communities have 

turned back to long abandoned natural products in search of novel antibiotics. Natural 

products derived antibiotic screening is now one of the most promising approaches to 

find potential antibacterial candidates since compounds from natural production are much 

more complex and diverse than those from chemical synthesis.  However, natural extracts 

contain a very high background of nuisance compounds impeding bioactive molecule 

identification.  BCP can be used to screen through natural crude products for a specific 

activity and ignore the effects of unwanted background compounds; thus, resolving the 

bottleneck of natural product derived antibiotics research.  

BCP can help with dereplication by reducing the rate of rediscovery of known 

antibiotics. Around 1% of actenomycetes in screening programs produce streptomycin 

and 0.4% make tetracycline (7, 8). Daptomycin was found after screening 10 million 

actinomycetes (8). Due to its sensitivity, BCP can be used to screen against crude extracts 
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and specify how many activities are present in the extracts.  This advantage of BCP 

allows scientists to prioritize the extracts with favorable activities. Conventionally, the 

method to avoid rediscovery is 1) screen against resistant mutants (Cubist) (7) and 2) use 

antisense to knock down the expression of targeted genes (MERCK) all of which require 

specialized strain collections.  BCP can bypass compound purification and identification 

steps in order to prioritize the extracts since the BCP data is enough to determine the 

MOA of molecules in crude extracts.  However, it is undoubtedly easier when working 

with cleaner extracts. A simple fractionation step might be necessary for some crude 

extracts in order to reveal correct MOA. 

 

BCP in bacterial interspecies interaction 

In their natural habitat, microorganisms do not live alone. They are living among 

other species and form a complex community. To be able to co-exist, they have to adapt 

to microenvironments created by other species without disrupting each other yet 

maintaining their own environment.  Interspecies interactions shape the environment and 

the host they live in. They are always exposed to molecules produced by others, either 

benefiting them or putting them at bay.  This interspecies interaction is considered to be a 

new way of antibiotic production study in bacteria based on the fact that antibacterial 

molecules are secondary metabolites that are not normally produced in nutrient enriched 

and challenge-free environments.  Competition between species will likely increase the 

rate of secondary metabolites production. 



	  

	  
	  

84 

In the past, bacteria fermentation played an important role in antibiotic production 

by growing bacterial cultures until nutrients were depleted thus activating secondary 

metabolites production (5, 9). However, only a few metabolites or antibacterial molecules 

were obtained from fermentation compared to predicted molecules based on genome 

sequences.  For example, some actinomycetes and myxobacteria contain more than 25 

predicted gene clusters of polyketides synthases (PKS) and nonribosomal peptide 

synthetases (NRPS) that possibly produce secondary metabolites but only a few of these 

potential characterized molecules have been characterized to date (7, 8).  Putting two or 

multiple bacteria together might increase the chance of bacteria to activate untapped gene 

clusters in normal environments and produce more secondary metabolites than we have 

never identified before.  Similar to the study of natural products mentioned earlier, BCP 

can play role in rapidly detecting multiple antibacterial activities in crude extracts from 

bacterial interactions.  It can be used as a quick screen through the combination of 

interactions before upscale interactions are needed for mass production of secondary 

metabolites.  

Bacterial interaction studies with BCP can also apply to studies of human health.  

In humans, the gut microbe community or microbiome, are known to be closely linked to 

many human health conditions (10–12).  It is very important to understand how bacteria 

interact with each other and what molecules are secreted during the interactions.  BCP 

can be applied in microbiome interaction studies since it relies on a non-destructive 

microscopy technique meaning that BCP can monitor microbiome interactions in real 

time.  Following the gradient of molecules secreted by bacteria is also possible by 

tracking morphological changes within the bacterial community over time and space.    
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BCP on chips 

Due to its ability to perform rapidly and accurately, BCP can be used to screen for 

resistant bacteria in clinics.  Conventionally, bacteria isolated from patients will go 

through strain purification, identification, and re-growing on proper bacterial culture 

media. Once enough cells were obtained, they are subjected to minimal inhibitory 

concentration (MIC) testing by standard methods, either E-test or the microdilution 

method.  The whole process can take from two days to more than a week to know if 

pathogens are resistant to any antibiotics.  BCP has the high potential to replace these 

time-consuming and laborious methods.  Since BCP is a single-cell analysis method, all it 

needs is a few cells of the pathogen, which can be purified easily from patient.  For 

example, bacteria can be filtered from a blood sample and used for BCP testing.  Once 

bacteria are isolated from a patient’s blood, we can apply BCP directly on isolated 

pathogens and test their sensitivity against different antibiotics.  Clinicians will be able to 

determine a pathogen’s antibiotic resistance phenotype within a couple hours instead of 

several days.  This advantage of BCP can save many patients especially when quick 

decisions need to be made about treatment options. How are we going to bring everything 

needed for BCP to the hospital test kit?  One possibility is microfluidic technology.  We 

are currentlly working with Megan Dueck and Jeff Hasty at UCSD in merging 

microfluidic devices with BCP. When this project is complete, we will establish a 

prototype of BCP-on-chip device to be used in hospitals conveniently. 
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BCP current limitation and how to improve 

The BCP technique is in its early stage of development and is far from being 

completely perfected. Like other new techniques, one limitation of BCP is its reliability 

in precisely identifying the target at the molecular level.  Newly isolated molecules with 

novel MOAs need additional methods to fully understand their MOA similar to what I 

did to spirohexenolide A MOA study described in chapter 2.  However, this limitation 

will be of less concern as more and more cytological profiles are generated for new 

molecules and are included into a BCP database or training set.  Molecules with a new 

MOA will eventually form their own distinct profiles and separate themselves from other 

molecules with different or known MOA.  BCP can turn its limitation to an advantage 

since any new profiles can theoretically lead to new targets, which are desired. As 

mentioned in chapter 1, there are many conserved proteins with no known chemical 

inhibitor.  BCP can be a great tool to explore these untapped targets in bacteria. 

BCP heavily relies on precise image analysis.  In chapter 2, in order to get the 

most accurate data, I analyzed all the images in a semi-automated manner.  Briefly, I 

chose the best image field of each antibiotic treatment, adjusted the image to get a correct 

threshold so that every cell in a field was included in the analysis, and finally I analyzed 

each image using ImageJ software and its measurement parameters.  This process can 

take 15-60 min per image depending on the phenotype of the cells.  Fully automated 

software is needed to speed up the whole analysis process and prevent human errors.  

Nowadays, our lab uses a more automated software, CellProfiler2.0, which can perform 

all the image analysis in batch, speeding up the whole process significantly, 1-2min per 
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image depending on the number of parameters analyzed (not including the preparation 

time of image files). However, we still rely on visual inspection in choosing the best field 

of the image.  Ideally, limiting human involvement to zero will be important to move 

BCP into a high throughput screening method. 

 

Concluding remarks 

Long assumed impractical, here we demonstrated that BCP is very efficient in 

antibiotic MOA studies. Why does BCP work?  Even though it is far less complex than 

eukaryotic cells, inside bacterial cells lie highly organized macromolecular molecules 

that maintain cell morphology.  Thus, inhibiting one cellular pathway in bacteria, while 

the other pathways are left untouched and working properly, will lead to unique cell 

morphological changes in response to specific challenges.  Also, bacterial profiles 

produced can be explained physiologically.  For example, the toroidal-shape nucleoid 

found in translation inhibition is a low energy state form of the nucleoid when there is no 

external energy involved such as ribosomal translation and membrane insertion forces 

(13, 14). In summary, BCP takes advantages of both the lack of cell cycle checkpoints in 

bacteria and the non-destructive fluorescence microscopy techniques in rapidly 

identifying the cellular pathways inhibited by antibacterial molecules, overcoming a 

bottleneck in antibiotic discovery. 
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