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ABSTRACT OF THE DISSERTATION  

 

 
Kinetics of Stem Cell Stasis and Transformation Through Transcription Factor 

WUSCHEL and its Interactors 
 
 

by 
 
 

Albert Do 
 

Doctor of Philosophy, Graduate Program in Genetics, Genomics and Bioinformatics 
University of California, Riverside, December 2022 

Dr. Venugopala Reddy Gonehal, Chairperson 
 

 

     The process of growth in plants is driven by the shoot apical meristem (SAM) which is 

in turn driven by a signaling network centered around the transcription factor WUSCHEL 

(WUS). The interaction between WUS and its target genes has a key role in determining 

the structure of the SAM and fate of its stem cells, as well as how it responds and adapts 

to its environment. The interplay between WUS and a limited number of other targets 

such as the gene encoding the peptide CLAVATA3 (CLV3) has been outlined on a basic 

level through previous studies. However, much work remains to gather more detailed 

information, develop quantitative molecular explanations for the observed gene 

expression behaviors, generalize the biology to encompass the broad range of WUS 

targets, and potentially identify similar regulatory systems elsewhere in plants and other 

organisms. This study uses a multidisciplinary approach combining experimental and 

computational techniques to proceed toward these objectives through a number of 

different avenues. The nature of the cis-regulatory module (CRM) through which CLV3 
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interacts with WUS was examined showing that individual cis-elements of the CRM 

behave distinctly when they are working alone compared to when they are working 

together. This also provided molecular details about the concentration dependent 

mechanism where the CRM coordinated a nonlinear response to WUS. A computational 

simulation of the meristem network was tested and data is being gathered on how the 

resetting of the CLV3 expression gradient to the outer meristem occurs on a molecular 

level in CLV3 complementation assays. Surveying the CLV3 epigenome revealed a 

landscape of binding clusters and chromatin looping within the gene and at its ends. This 

and motif analysis, showed that other targets may share similar features. Imaging 

studies revealed tissue level dynamics, backing up previously hypothesized mechanisms 

relating expression to monomeric and multimeric WUS and how it not only regulates but 

is regulated in turn by a network of interactors.  
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Introduction 

 

Within the biosphere, plants serve as the fulcrum of terrestrial ecosystems interacting 

with and depended on by numerous organisms. Humans rely on plants for virtually every 

imaginable purpose from food, to shelter, to medicine among other things (1). Learning 

about the underlying mechanisms by which plants function is important not just for 

straightforward applications such as improving agriculture and manufacturing products 

but to also derive a basic scientific understanding of important processes that can be 

applied to other systems (2). 

 

The Shoot Apical Meristem and how it controls growth in plants.  

The central biological process plants depend on is growth. Plants use growth to perform 

functions that would be fulfilled by faster movement in other organisms such as defense, 

finding resources, and general adaptation to the environment. (3) Growth in higher order 

plants is coordinated by a structure known as the meristem which is a bundle of tissue 

containing undifferentiated stem cells. (4) There are different types of meristems 

controlling different parts of the plants. Meristems that control above ground growth are 

known as shoot apical meristems (SAM). SAM structure can be divided in the apical-

basal axis into different layers L1, L2, etc representing different layers of mature tissue 

or the radial axis, with the undifferentiated central zone and the surrounding peripheral 

zone. (Fig. 0.1) (5) SAM development is controlled by network centering around the 

interaction of WUS and CLV3. (6)  
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WUS is a homeodomain TF that mediates SAM dynamics in the plant Arabidopsis 

thaliana. WUS is composed of different domains with distinct functionality governing its 

behavior and effect on genes and proteins. (Fig. 0.2) (7) It binds to many targets across 

the genome through rules which remain to be fully understood, but one of the most 

important targets is CLAVATA3 (CLV3) (8). 

 
 
 
 

 
   

 
 

Fig. 0.1. Sections of the Shoot Apical Meristem 

Fig. 0.2. Domains of the WUS protein. 
(A) Domains of the WUS protein include HOD1, a homodimerization domain which handles DNA 
binding. HOD2 which is a second homodimerization domain which coordinates dimerization between 
proteins. The other domains are the Acidic domain which is linked with activation, the WUSBox which is 
linked with activation and nuclear retention. And the ERF-associated amphiphilic repression like 
(EARlike) domain which was linked to repression and export of the WUS protein from the nucleus. (B) 
Composition of the HOD1 domain: The unordered ARM positions WUS on the DNA, the third helix H3 
binds the DNA in the major groove while the other two helices position the protein.  
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CLV3 is a signaling peptide. It interacts through CLV2, CLV1, and related receptors 

starting downstream cascades affecting many different targets (9). 

 

CLV3 interaction with WUS takes place through the cis regulatory modules (CRM)s. The 

primary CRM in CLV3 is known as CRM1 which is the main interaction site with WUS. 

CRM2 and CRM3 are other CRMs in the locus which have supplementary roles. CRM1 

consists of 5 cis-elements; 950, 970, 997, 1007, and 1060. (Fig. 0.3) Of which 970 binds 

WUS which is the strongest in affinity. These cis-elements are the sites of direct 

interaction with WUS formed from what are known as TAAT cores consisting of TAAT 

nucleotide sequences and slight variations in surrounding sequence(8).  

 
 

 

 
    

 

  

    

Together WUS and CLV3, along with other interactors, provide a balance which 

determines the fate of the SAM. WUS pushes stem cells into maintaining an 

undifferentiated state. CLV3 pushes cells toward differentiation and developing organs. 

Both are regulated in multiple ways by the other (Fig 0.4) (10). Through a signaling 

network centered around these interactions, the plant controls its structure and 

development. WUS protein activates CLV3 through the CRM as a monomer and 

Fig. 0.3. The cis regulatory module of CLV3. 
Cis elements 950, 970, 997, 1007, and 1060 make up the cis regulatory module (CRM1) of CLV3 and 
are composed of TAAT cores.  
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represses it through the dimer. CLV3 regulates WUS in turn which is also regulated by 

effectors such as cytokinin and HAM proteins. 

 

 
  . 

 
 
WUS is able to bind to targets not only as a monomer but as a dimer as well. Monomer 

binding has been associated with activation of the target while dimer binding has been 

associated with repression. With targets like CLV3, WUS is needed to activate it, so very 

low concentrations of WUS lead to low or no expression, whereas with a moderate 

amount of WUS, CLV3 is activated. But too much WUS can lead to repression as WUS 

dimerizes (Fig. 0.5) (10). This nonlinear expression profile is known as the concentration 

dependent switch and is in stark contrast with the more simple on/off binary and 

concentration based linear models of expression (10). With the CRM, WUS can control 

CLV3 and potentially other targets in a fine tuned and nonlinear manner beyond what is 

possible with traditional models of transcription factors (TF)s.  

 
 
 
 

Fig. 0.4. The WUS/CLV3 circuit.  
WUS and CLV3 regulate each other in multiple ways across the different layers of the meristem.  
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Computational approaches to study the SAM 

Composed of a multitude of cells interacting with each other through the activity and 

exchange of numerous molecular species, the SAM is a dauntingly complex system to 

observe, let alone understand quantitatively. Experiments sometimes cannot capture or 

change certain aspects of the system necessary to study properties such as the 

collective activity of the cis-elements.  

A powerful complementary approach to solve these issues is the use of computational 

simulation of the SAM. There are a variety of strategies for simulating the SAM. They 

range from computationally expensive simulations which explicitly model molecules like 

the AMBER molecular dynamics package (11) to more abstract ordinary differential 

equation based simulations (12). 

 

ODE Simulations 

Ordinary differential equation (ODE) based models are systems of ODEs as the 

fundamental descriptor of their dynamics (12). ODEs relate the derivative to a function of 

one variable and are thus well suited for tracking temporal change of concentrations of 

Fig. 0.5. Conceptual Graph of CLV3 Expression vs WUS Concentration. CLV3 expression is on the y 
axis and WUS concentration on the x axis. CLV3 expression is controlled by WUS in a nonlinear manner 
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biomolecules or chemicals. A common approach in a biological signaling system is to 

have ODEs for each species with terms representing each process a species undergoes 

such as decay or production and use these to calculate the rate of change for the 

species concentration in timesteps, evolving the amount over time (Fig. 0.6) (12). 

 

 
   

 
 
The ODEs used in these simulations are usually too complicated to solve analytically so 

a numerical solver is used instead to calculate the change in each molecular species 

across timesteps.  

 

One popular class of numerical solvers is known as the Runge-Kutta methods (13). The 

simplest of these methods is called the Euler Method. When applied to a situation 

relevant to this study i.e. the modeling of a species concentration in a cell, Euler  

approximates the concentration of the species in the next timestep by adding the slope 

at the current point/derivative at the current timestep multiplied by the timestep (13). For 

example, Given xn and yn are current points.  

 
 

Fig. 0.6. An ODE Model of chemical dynamics.  
A sample ODE system representing the dynamics of a 3 chemical species system. P terms represents 
production parameters, e represents the decay parameters while a, b, and c represent the amount of the 
3 species. 
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yn+1 = yn + hf(xn,yn) 
 
yn = concentration at current step 
yn+1 = concentration at next step 
h = stepsize 
f(xn,yn) = function at the right hand side of the ODE evaluated at point n / slope of 
tangent to solution curve at point n.  
 
By continuing to do this iteratively it is possible to numerically estimate the evolution of 

the species concentration over discrete time points.  

 

A more accurate and stable version of Euler is known as the Runge-Kutta fourth order 

method (RK4)(13). The main difference with Euler is rather than 1 approximation of the 

slope, four are calculated for RK4 (Fig. 0.7B). 

 

 
      

 
 

Fig. 0.7. Euler and RK4 numerical solver equations. 
(A) The Euler method updates y for the next timestep by calculating the slope at the current time point. 
(B) The RK4 method updates to the next timestep by calculating 4 slopes. k1 = the same slope used in 
Euler. k2 = the slope at the midpoint of the timestep using k1 to step halfway. k3 = is another slope at the 
midpoint if you use k2 to step halfway. k4 = the slope at the endpoint if k3 is used to step to the end of 
the timestep.  
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The results are weighted and summed to the concentration then added like in the Euler 

method to advance to the next timestep.  

 

An ODE based model of WUS/CLV3 interaction has been previously presented in (8). 

This provides a good starting point for building a more biologically relevant model of the 

SAM dynamics but lacks a critical portion of the system, having no particular means to 

simulate the dynamics of the CLV3 CRM upon which the WUS concentration dependent 

switch relies.  

 

Stochastic simulation methods and the hybrid model 

The need to integrate CRM dynamics into the system may be filled by a more explicit 

model of molecular interaction. The Gillespie Algorithm is a stochastic simulation 

algorithm that generates probabilities for different events at each timestep based on 

conditions, then randomly picks from them to generate statistically correct trajectories 

(14) (Fig. 0.8).  This makes the approach ideal for simulating the binding of WUS to the 

different cis-elements. Combined together hybrid ODE/Stochastic dynamics can form a 

multiscale model that accurately simulates both tissue, cell, and subcellular levels of the 

SAM.  
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Bioinformatic analysis of WUS target data 

The growing amount of datasets and the need to expand and test to see if findings in 

CLV3 regulation hold for other targets, call for the application of bioinformatics methods. 

A straightforward technique is to simply scan for motifs and attempt to glean useful 

Fig. 0.8. Conceptual outline of the Gillespie algorithm. 
In the Gillespie Algorithm probabilities for the different events and a random value are generated to select 
one of these events. Based on the summed probabilities and another random value; the timestep is 
generated. The system is then updated to the next timestep.  
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patterns (15). A good starting point for this analysis would be to center efforts on TAAT 

core containing cis-elements that are known to be important for WUS binding to target 

genes (7). 

 

HMM Analysis 

A more exotic approach to analyzing sequence data compared to simply scanning for 

prespecified patterns would be to use a machine learning approach. Unlike the previous 

fixed motif technique, this approach would at least partially be based on generating 

motifs to look for from the data through a more systematic strategy. One strategy that 

has been used successfully is Hidden Markov Model (HMM) based classification (16). 

HMMs are statistical models that describe Markov processes, which are processes that 

describe sequences where event probabilities depend only on the previous event.  

Events are treated as a series of emissions by ‘hidden’ states. For example, Autumn can 

be seen as a hidden state emitting a sequence of days of weather; such as a rainy day, 

then a sunny day, then a muggy day, in a model of unknown seasons emitting weather  

(Fig. 0.9A). This can be built out to an entire model with starting probabilities, states with 

emission probabilities, and transition probabilities between these states. While genetic 

sequences are not perfectly Markov in nature (in that future sequence does not solely 

depend on current sequence), genes do show high dependency on their local 

surroundings and HMMs can be used as a way of classifying sequences by modeling 

them as emissions and types of sequences as states similarly to the previous seasons 

example (Fig. 0.9B) (16). 
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Objectives  

The goal of the present study is to use a combination of experimental and computational 

techniques to explain the mechanisms behind the WUS and CLV3 network from a 

multiscale perspective from subcellular to tissue level. The contribution of the different 

molecular and genetic factors will be more fully understood in context. Through this a 

comprehensive quantitative model of the WUS/CLV3 network, and the CRM’s function in 

mediating the WUS concentration dependent switch will be developed. In Chapter 1, the 

CLV3 CRM is investigated and how it gives rise to the concentration dependent switch 

and the role of the different cis-elements is developed. In Chapter 2, the non feedback 

Fig. 0.9. Conceptual outline of an HMM model. 
(A) Conceptual model of an HMM modeling a system of seasons with an unknown season emitting 
weather. The x% arrows emanating from Start indicate starting probabilities. The x% within the different 
states indicate emission probabilities. And the x% arrows traveling between the states indicate transition 
probabilities. (B) Conceptual model of an HMM modeling a system which transitions between types of 
gene sequences with an unknown type emitting a sequence.   
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signaling model used to investigate the CRM in Chapter 1 is expanded to a coupled 

feedback model of fully dynamic WUS and CLV3 to get data on how the WUS 

components respond as well as how the system balances with its various parts and the 

contributions of the different parameters. Chapter 3 aims to describe the cis-element 

landscape around WUS targets and what goes into making up the structure of these 

targets. Various analyses of interactions and behavior of CLV3 and WUS are conducted 

in vivo in Chapter 4 to gather data to test and more closely examine the concentration 

dependent switch and other mechanisms of the system at the tissue level.  
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Chapter 1: Concentration-dependent transcriptional switching through a collective 

action of cis-elements 

 

Abstract 

Gene expression specificity of homeobox transcription factors has remained paradoxical. 

WUSCHEL activates and represses CLAVATA3 transcription at lower and higher 

concentrations, respectively. We use computational modeling and experimental analysis 

to investigate the properties of the cis-regulatory module. We find that intrinsically each 

cis-element can only activate CLAVATA3 at a higher WUSCHEL concentration. 

However, together, they repress CLAVATA3 at higher WUSCHEL and activate only at 

lower WUSCHEL, showing that the concentration-dependent interactions among cis-

elements regulate both activation and repression. Biochemical experiments show that 

two adjacent functional cis-elements bind WUSCHEL with higher affinity and dimerize at 

relatively lower levels. Moreover, increasing the distance between cis-elements prolongs 

WUSCHEL monomer binding window, resulting in higher CLAVATA3 activation. Our 

work showing a constellation of optimally spaced cis-elements of defined affinities 

determining activation and repression thresholds in regulating CLAVATA3 transcription 

provides a previously unknown mechanism of cofactor-independent regulation of 

transcription factor binding in mediating gene expression specificity. 

 

Introduction 

Spatiotemporal regulation of gene expression is critical for specifying different cell types 

during development (1–3). Eukaryotic gene regulation involves interactions among DNA 

sequences and proteins, many of which are transcription factors (TFs). Enhancers, the 

DNA sequences that bind a given TF or multiple TFs, can regulate transcription 

irrespective of their location in the gene (1, 3, 4). Since a given class of TFs binds similar 
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DNA sequences, how they achieve gene expression specificity has been the subject of 

intense investigation. One of the possible mechanisms to achieve specificity is the 

binding of cofactors that may unmask latent binding specificity of TFs as shown in the 

case of homeobox-mediated regulation in anterior-posterior body patterning in 

Drosophila melanogaster (5). Another mechanism involves the utilization of the cis-

regulatory modules (CRMs), a subset of enhancers that contain cis-elements for one or 

more TFs, which have been shown to determine the expression of neighboring genes in 

a variety of organisms (4, 6–9). In general, the CRMs can be classified into homotypic, 

where they bind a given type of TF, or heterotypic, where they bind different TFs (10, 

11). The heterotypic CRMs largely have been thought to mediate spatiotemporal 

regulation of gene expression through their ability to recruit different collections of TFs in 

space and time (10, 12, 13). 

Both the homotypic and heterotypic CRMs have been shown to regulate spatiotemporal 

gene expression patterns in response to TF gradients. The earliest examples of 

homotypic CRMs have been described in the promoters of genes activated by the TFs 

that accumulate in a graded manner during early embryonic development in Drosophila 

(14–17). Classically, the French flag model proposed by Wolpert has been applied to 

explain the expression of genes by TF gradients. According to this model, the target 

gene expression is highest in places of the highest concentration of the TF (18). Analysis 

of multiple CRMs has identified three recurring properties: cis-element number, affinity, 

and cooperativity, which determine gene expression (16). Essentially, decreasing any of 

the three CRM properties reduces the mean expression while increasing any of the 

properties leads to overexpression (15, 16, 19, 20). 
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In Arabidopsis shoot apical meristems (SAMs), WUSCHEL (WUS) is a homeodomain TF 

expressed in the rib meristem (RM) (21, 22). WUS protein migrates into the overlying 

central zone (CZ), where it promotes stem cell fate by repressing differentiation and also 

activates its own negative regulator—CLAVATA3 (CLV3) (23, 24) (Fig. 1.1, A to C). 

CLV3 encodes a secreted peptide that activates a receptor kinase pathway to restrict 

WUS expression (25, 26). WUS has also been shown to bind to the promoters of key 

differentiation-promoting TFs to repress transcription (27). How the same TF activates 

some genes, such as CLV3, and represses other genes in the same cells is largely 

unknown. However, a recent study has provided some clues to this regulation. Perales 

et al. (24) showed that WUS binds a CRM, a collection of five closely spaced cis-

elements, in the CLV3 enhancer region (Fig. 1.1D). The incremental deletion of cis-

elements led to down-regulation of CLV3 in the outer layers of the CZ and 

misexpression in the inner layers of the RM, suggesting that same cis-elements mediate 

activation and repression of CLV3 at lower and higher WUS, respectively. Biochemical 

analysis revealed that WUS binds cis-elements as monomers at lower WUS 

concentrations and binds as dimers/multimers with increasing WUS concentrations, 

suggesting that dimerization/multimerization of WUS at higher levels may repress CLV3 

(Fig. 1.1E). The biochemical analysis also revealed that DNA promotes 

homodimerization (28, 29). Furthermore, increasing the affinity of one of the cis-

elements decreased the dimerization threshold and led to the repression of CLV3 in the 

CZ, supporting the hypothesis of affinity-based concentration-dependent activation-

repression of transcription in maintaining CLV3 expression over a window of WUS 

levels. This concentration-dependent switching of CLV3 transcription is unique among 

the homotypic CRMs studied and forms an exception to the French flag model. 
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 Understanding how the concentration-dependent transcriptional switch is established 

requires understanding how the CLV3 CRM functions as a unit. The complexity of the 

CLV3 CRM regulation involving five cis-elements and the bidirectional relationship 

between CLV3 and WUS can be challenging to untangle experimentally. The current 

experimental limitations cannot provide a direct real-time view of the actual WUS/CLV3 

molecular dynamics under precisely defined conditions. A multiscale computational 

model capable of simulating the binding and unbinding dynamics of WUS to all five cis-

elements and CLV3 transcription at the tissue level can be helpful in providing 

mechanistic insights into the WUS concentration–dependent functioning of the CLV3 

CRM. 

 

Fig. 1.1. CRM required for CLV3 activation and repression. 
Side views of wild-type (WT) meristems with the WUS protein reporter pWUS::eGFP-WUS (A) and CLV3 
transcriptional reporter containing all five WT cis-elements within the 3′ CRM pCLV3(WT)::H2B-mYFP 
(B). Scale bars, 10 μm. (C) Side view of a SAM cartoon showing WUS protein distribution (green) and 
CLV3 (yellow), which form a regulatory feedback loop across cell layers. The CLV3 CRM, a cluster of 
WUS binding cis-elements, interacts with the WUS concentration to repress and activate CLV3. CLV3 
signals to WUS at both the posttranslational level, enriching the WUS protein, and the transcriptional 
level, repressing WUS expression. (D) Schematic of the CLV3 gene including the location and Kd of 
WUS binding TAAT cis-elements (cyan) of the CLV3 CRM. (E) Schematic of WUS monomer and dimer 
binding to the CLV3 cis-elements depending on the WUS concentration gradient (across SAM cell 
layers) and the relative affinities of cis-elements. 
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Different approaches have been developed for studying TF binding dynamics. The 

thermodynamic models are usually based on the occupancy of the promoter by the TFs, 

the statistical weights of possible configurations, and the free energy (30–34). However, 

when multiple cis-elements with different affinities and their interactions are involved as 

observed in CLV3 CRM, the number of possible configurations becomes large and it is 

not practical to use the thermodynamic approach. Instead, the stochastic simulation 

algorithm, i.e., Gillespie algorithm where the dynamics of WUS binding and unbinding to 

the cis-elements can be modeled as a series of probabilistic events occurring at random 

time steps determined, is ideal to explicitly model CLV3 transcription. 

We developed a stochastic model to simulate the WUS binding to the CRM in a single 

cell. The single-cell model was applied to simulate WUS binding cis-elements under 

different concentrations and compared the simulation output with the experimental data 

on tissue-level expression patterns of different cis-element mutants of CLV3 to 

investigate the roles of WUS binding affinity, distance-dependent cooperativity among 

cis-elements, and RNA polymerase II (Pol II) recruitment in the transcription process. 

Subsequently the single-cell stochastic model was applied to multiple cells represented 

by unit spheres to develop a cell-based three-dimensional (3D) model representing the 

SAM. The 3D model was applied to further test the mechanisms identified in the single-

cell model in generating the spatial patterns of CLV3 expression. 

Using a WUS gradient consistent with the experimental data, both computational models 

suggested a role for residence time limit (see Results for details) of WUS monomer 

binding to the individual cis-elements of different affinities, which have been shown to 

activate CLV3 largely to a similar extent when acting alone. Beyond residence time limit, 

the aged WUS monomers fail to activate transcription and they are replaced with newly 
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synthesized WUS monomers to sustain CLV3 activation. Our experimental observations 

showing a correlation between higher WUS turnover and increased CLV3 activation 

support such a mechanism. When multiple cis-elements are involved, we found that the 

cooperative binding of WUS monomers and dimers is required to achieve correct CLV3 

activation patterns. The model simulations also suggested a nonhomogeneous 

cooperativity among cis-elements that depends on the intervening distance between cis-

elements. The model prediction on distance-dependent cooperativity was tested in 

experiments by increasing the intervening distance between cis-elements, which 

revealed an increase in CLV3 activation. The corresponding biochemical experiments 

revealed that an increase in intervening distance between cis-elements increased their 

affinity to WUS monomers but did not alter the concentration at which WUS monomers 

switch to form stable dimers/higher molecular weight complexes. These results show the 

importance of optimal spacing between cis-elements in determining the concentration 

range over which an appropriate number of WUS monomers and dimers populate on 

cis-elements in setting up the activation-repression thresholds. The 3D model that 

incorporates multiple cis-elements of different affinities that are spaced optimally allowed 

independent manipulation of the monomer and dimer cooperativity. Our simulations 

revealed that monomer cooperativity was critical for expression of CLV3 at the lower 

WUS concentration, while the dimer cooperativity was critical for repression at the higher 

WUS concentration. Moreover, a balance of the monomer and dimer cooperativity levels 

was critical to achieve the wild-type CLV3 expression at a WUS concentration range 

observed in experiments. 
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Results 

Affinity and collective activity of multiple cis-elements determine CLV3 expression 

Incremental mutations of cis-elements within the CRM result in incremental down-

regulation of CLV3 expression in outer cell layers of the CZ and up-regulation in the 

inner cell layers of the RM, suggesting interaction among cis-elements (24). To 

understand the collective behavior of cis-elements, we first deduced the contribution of 

each cis-element within the CRM to the regulation of CLV3 by analyzing the loss of 

binding mutations in each of the five cis-elements. Single loss of binding mutations in 

high-affinity cis-element 970 (Fig. 1.1D) led to drastic down-regulation in the outer layers 

of CZ (Fig. 1.2, A and B). On the other hand, independent loss of binding mutations in 

the four lower-affinity cis-elements led to a minor down-regulation in the L1 layer (Fig. 

1.2, A and C). These results show that all five elements contribute to the CLV3 

expression, with the highest-affinity cis-element contributing maximally over the lower-

affinity cis-elements CLV3. Moreover, our previous work shows that increasing the 

affinity of 970 cis-element alone down-regulated CLV3 expression, revealing the critical 

role of affinity of cis-elements in regulating the CLV3 expression (Fig. 1.2, A and D). 

These results suggest that each cis-element contributes to CLV3 expression and their 

affinities are critical to achieving proper spatial regulation. 
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Single cis-elements can only activate CLV3 at a higher WUS level 

The subtle changes observed upon mutating individual lower-affinity cis-elements ruled 

out a simple additive interaction in regulating CLV3 expression. Therefore, to further 

understand the nature of interactions among cis-elements, we first determined the 

contribution of each one of the five cis-elements to CLV3 expression, referred to as the 

intrinsic (i) behavior. We generated a library of five mutant CLV3 reporters; each 

contained only one functional cis-element referred to as 970i, 997i, 1007i, 950i, and 

1060i. The reporter expression analysis revealed a marked down-regulation of CLV3 

Fig. 1.2. The number of cis-elements and affinity influences the collective behavior of the CRM in 
regulating CLV3 activation and repression. 
Average fluorescence levels (mean ± SE) of H2B-mYFP in different cell layers of various pCLV3::H2b-
mYFP promoter variants carrying a mutation in single cis-elements of the 3′ CRM (A). AU, arbitrary unit. 
(B to D) Side views of WT meristems showing various mutant pCLV3::H2B-mYFP reporter expression 
patterns. Single cis-element mutants 970M (B) and 950M (C) and a higher-affinity mutant 970M4 (D). 
Average fluorescence levels (mean ± SE) of H2B-mYFP in different cell layers of various pCLV3::H2b-
mYFP promoter variants carrying mutations in four of the five cis-element mutants (quadruple mutants) 
(E). Side views of WT meristems showing various mutant pCLV3::H2B-mYFP reporter expression 
patterns. Quadruple mutant (mutants 950M, 997M, 1007M, and 1060M) referred to as 970 intrinsic 
(970i) (F), (mutants 970M, 997M, 1007M, and 1060M) referred to as 950 intrinsic (950i) (G), and 
(mutants 950M, 997M, 1007M, and 1060M) referred to as 970M4 intrinsic (970M4i) (H). All cis-element 
mutations within the CRM in the 3′ region were generated in the mutant-1080 cis-element background. 
In all images, scale bars = 20 μm. (A and E) The error bars represent the SE (in all cases, n = 4 
represents independent transformants). 
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expression in outer cell layers of CZ, including the higher-affinity cis-element 970i (Fig. 

1.2, E and F). To test further the importance of affinities in influencing intrinsic behavior, 

we analyzed the expression of 970M4i (Fig. 1.2, E and H). The 970M4 cis-element is a 

mutation in 970 that binds WUS with three times higher affinity, and it has been shown to 

repress CLV3 expression even at lower WUS in outer cell layers of CZ (24). The 970M4i 

reporter (Fig. 1.2, E and H) was expressed at a notably higher level than 970M4 (Fig. 

1.2, A and D). To further test whether the reactivation of CLV3 associated with 970M4i is 

functionally relevant, we examined its ability to complement clv3-2 null mutants by 

expressing CLV3 genomic version. The 970M4 mutants partially complement the SAM 

and the floral meristem (FM) phenotypes when compared to the wild-type CLV3 

promoter (Fig. 1.3). However, 970M4i was able to significantly better complement both 

the SAM and FM phenotypes, showing the reactivation of 970M4i (Fig. 1.3, F and L). 

Furthermore, both 970i (Fig. 1.3, E and K) and 970M4i (Fig. 1.3, F and L) complemented 

clv3-2 to a similar extent despite binding WUS with different affinities. Consistent with 

this conclusion, all single cis-elements irrespective of large differences in their WUS 

binding affinities largely activated CLV3 only in the inner layers of RM, where WUS 

accumulates at a higher level. However, cis-element affinity is important in the context of 

other functioning cis-elements in the CRM, as exemplified by the repression of 970M4. 

In summary, the affinity-dependent collective WUS binding to all five cis-elements is 

required for balancing activation and repression of transcription in regulating the spatial 

expression and levels of CLV3. 
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Fig. 1.3. Functional analysis reveals the importance of the collective behavior of the CLV3 CRM. 
(A to F) Top views of 3D-reconstructed SAMs stained with plasma membrane dye FM4-64 (red). WT 
(A), clv3-2 (B), and clv3-2 complemented with WT genomic CLV3 (gCLV3) expressed from the WT 
CLV3 promoter [pCLV3(WT)::gCLV3;clv3-2] (C), CLV3 promoter carrying high-affinity 970M4 cis-
element [pCLV3(970M4)::gCLV3;clv3-2] (D), CLV3 promoter carrying loss of binding mutation in 950, 
997,1007, and 1060 [pCLV3(970i)::gCLV3;clv3-2] (E), and CLV3 promoter carrying high-affinity mutation 
970M4 and loss of binding mutations in 950, 997, 1007, and 1060 [pCLV3(970M4i)::gCLV3;clv3-2] (F). 
(G to L) Side views of intact siliques and cross section of sliced siliques. Insets show a higher-
magnification view of the cross section of the sliced siliques. WT (G), clv3-2 (H), and 
[pCLV3(WT)::gCLV3;clv3-2] (I), [pCLV3(970M4)::gCLV3;clv3-2] (J), [pCLV3(970i)::gCLV3;clv3-2] (K), 
and [pCLV3(970M4i)::gCLV3;clv3-2] (L). Scale bars (in micrometers) are given on individual panels in 
(A) to (F), and the scale bars in (G) to (L) are 1 mm. 
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Description of a stochastic single-cell model of CLV3 transcription 

To investigate the mechanisms of interaction among five cis-elements, we developed a 

stochastic modeling framework to simulate the WUS binding to the CLV3 CRM in a 

single cell, together with the RNA Pol II recruitment and CLV3 mRNA synthesis (Fig. 

1.4A). The model was applied to understand the mechanisms underlying the CLV3 

activation by the individual cis-elements that bind WUS with different affinities and the 

interactions among multiple cis-elements in regulating the CLV3 expression together. 

The stochasticity was introduced by implementing the Gillespie algorithm (35) to 

simulate all possible WUS binding and unbinding events to form a monomer or dimer 

and recruitment of Pol II for activating CLV3 transcription. A sufficiently long time was 

allowed for all the simulations to reach the steady state. The CLV3 reporter analysis 

performed in the wild-type background uses a steady-state WUS gradient to quantify the 

effects of the number, affinity, and intervening distance between cis-elements on CLV3 

expression. Since the focus of this study is to analyze concentration-dependent binding 

of WUS to the CLV3 CRM, the feedback regulation of CLV3 on WUS was disabled to 

maintain a constant WUS concentration gradient throughout simulations to match the 

reporter analysis. It was also assumed that WUS binding the CLV3 CRM alone would 

not change the overall WUS concentration. The stochastic time step and index for the 

next occurring event were generated by following the original Gillespie algorithm based 

on the assumption that binding to one cis-element was independent of the other cis-

elements unless cooperativity among cis-elements exists. The average amount of CLV3 

mRNA synthesized, at a fixed WUS concentration, from multiple simulations was 
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calculated. The model was then applied to measure the total amount of CLV3 mRNA 

synthesized at different WUS concentrations.  
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Fig. 1.4. WUS protein time limit on cis-elements determines the CLV3 levels and domain of 
expression. 
(A) WUS concentration–dependent binding [konWUS], kon is the association rate, and cis-element 
affinity–dependent unbinding [koff = Kdkon] determine three possible WUS occupancy states: unbound 
(zero WUS), monomer bound (one WUS), and dimer bound (two WUS). We assume that only the 
monomer bound is able to recruit RNA Pol II. A 4-s gap between recruitment of successive Pol II 
molecules was estimated from the Pol II elongation rate and the size of Pol II footprint on the DNA. In 
addition, multiple rounds of Pol II recruitment by WUS monomer deteriorate the ability of WUS to recruit 
additional Pol II (residence time limit). (B to D) Single-cell model of WUS-mediated activation of CLV3 
from single cis-element promoters (four mutated and only one functional cis-element). (B to D) Scaled 
simulation results of highest-affinity (970M4i), intermediate-affinity (997i), and lowest-affinity (1060i) cis-
elements with the residence time limit of 1000 s (similar expression pattern as without the time limit 
since the time limit is extremely large) (B), 1 s (C), or 10 s (D). (D) All five cis-elements in addition to 
970M4i and approximate WUS concentration range to reflect the corresponding WUS fold changes from 
L1, L2, and L3 layers. 
 



 

                                                               28 

Modeling WUS binding to the CRM 

Our previous analysis revealed that each cis-element binds WUS at different 

concentrations as monomers first and then switches to forming dimers at increasing 

concentrations (24). Therefore, we first aimed to determine the binding and unbinding 

probabilities associated with each cis-element by reproducing the ratio of monomer- and 

dimer-bound cis-elements observed in electrophoretic mobility shift assay (EMSA) 

experiments (24). Since increasing the TF concentration decreases the search time of its 

binding to cis-elements (36), it was assumed that the probability of WUS binding to cis-

elements increases with the increase in WUS concentration. In particular, the propensity 

of WUS binding to an empty cis-element or with a monomer is assumed to depend 

linearly on WUS concentration, i.e.,���
� [WUS], where ���

�  is the binding rate. Then, the 

unbinding propensity ����
�  of WUS associated with each cis-element is calculated as 

����
� = ��

����
�  , where ��

�, the dissociation constant, was quantified in our previous work 

(24). To test this assumption, we considered a wide range of WUS concentration that 

encompasses WUS monomer and dimer binding to each one of the five cis-elements 

observed in EMSA experiments (24). We first simulated WUS monomer binding to a 

single cis-element to determine ���
� , a free parameter, such that proportions of bound 

monomers obtained in the model were similar to those observed in the EMSA 

experiments with WUS that lacked the C-terminal homodimerization domain (HOD). 

Since dimerization occurs through sequential recruitment of WUS to the WUS monomer-

DNA complex, we next modeled the dimer formation by recruiting the second WUS 

molecule to a monomer. In the absence of the experimental values on binding affinity 

associated with the WUS dimerization, we chose ��

 associated with the binding of the 

second WUS molecule to be the same as the one used to simulate monomer ��
�. We 
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chose ���

  for dimer binding such that proportions of monomer and dimer bound to the 

cis-elements matched the EMSA experiments with full-length WUS (24). 

Modeling CLV3 transcription 

We considered the recruitment of Pol II as another stochastic event in the model. It has 

been shown that the transition from monomer binding to dimer binding could be 

correlated to the transcriptional switch from activation to repression of CLV3. Therefore, 

we assumed that monomer binding recruits Pol II to activate CLV3 transcription, while 

the WUS dimers fail to recruit Pol II and activate CLV3 transcription. We introduced a 

time delay between two successive Pol II recruitment events due to the size of the Pol II 

complex occupying the transcription start site. The time delay calculated based on an 

80–base pair (bp) footprint of RNA polymerase and mRNA elongation rate, which is 

estimated to be 1.2 kb/min (37), was approximated as 80 � ×  
���

���� ��
=  4 �,It is also 

assumed that, after transcription initiation, the WUS monomer can unbind or bind 

another WUS molecule to form a dimer. Moreover, we considered the Pol II recruitment 

rate as an uncalibrated parameter and carried out perturbations to examine its effect on 

the transcriptional output. The model was calibrated over a wide range of WUS 

concentrations. We then applied the model to simulate WUS binding/unbinding to a 

single cis-element and Pol II recruitment to generate the intrinsic expression of CLV3 at 

different WUS concentrations. By comparing the CLV3 mRNA production with the 

experimental quantification of the CLV3 expression in Fig. 1.2 (E to H), an optimal scale 

of WUS concentrations was obtained to capture the WUS gradient in different cell layers 

of the SAM. This optimal WUS concentration scale was used in all single-cell simulations 
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to investigate possible mechanisms controlling the intrinsic behavior of each cis-element 

in regulating the CLV3 expression. 

Mechanisms of the intrinsic behaviors of cis-elements in regulating CLV3 

It has been observed that the transcriptional output depends on the affinity of cis-

elements and the TF concentration (30, 32, 38–45). In general, a higher-affinity cis-

element results in a longer TF occupancy than the lower-affinity cis-element at a given 

WUS concentration. Consequently, a longer TF occupancy leads to a higher mRNA 

production (46). Experiments reveal that WUS binds to 970M4i with approximately 21.4 

times higher affinity than to the lowest-affinity cis-element 1060i. Therefore, a longer 

residence time of WUS on 970M4i was expected to produce much higher levels of CLV3 

than 1060i. However, our experiments revealed that, although five cis-elements bound 

WUS with different affinities, intrinsically (950i, 970i, 997i, 1007i, and 1060i mutants), 

they were able to similarly activate CLV3 only in inner cell layers of RM where the WUS 

concentration is higher (Fig. 1.2, E to H). The initial attempt in modeling by assuming 

WUS occupancy based on affinities produced distinct CLV3 expression patterns for the 

highest 970M4i cis-element and the lowest 1060i cis-element (Fig. 1.4B). 970M4i 

produced a much sharper increase in CLV3 expression at the lower WUS concentration 

than did 1060i. With the increase in WUS concentration, 970M4i produced a lower 

amount of CLV3 mRNA, which is expected because of the WUS dimerization, while 

1060i continued to yield higher CLV3 mRNA (Fig. 1.4B). Such markedly different CLV3 

expression patterns produced by 970M4i and 1060i were not consistent with 

experimental observations, suggesting that additional mechanisms may regulate the 

intrinsic activation behavior of cis-elements in addition to their affinities. 
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It has been noticed that for different types of TFs, including general control TF (GCN4) in 

yeast (47) and transcriptional coactivator NPR1 involved in systemic acquired resistance 

(SAR) in Arabidopsis (48), a higher turnover of TFs leads to a higher transcriptional 

activation. Furthermore, the transcriptional activation domains of GCN4 and other TFs 

have been shown to overlap with degradation domains, suggesting a possible 

correlation between transcriptional activation and TF turnover (47, 49). Moreover, 

transcription-dependent degradation has been shown for sterol regulatory element–

binding protein (SREBP) family of TFs (50). These observations suggest that TFs when 

actively transcribing may get progressively modified (for example, phosphorylated) and 

become transcriptionally ineffective and marked for their degradation (47, 49). Although 

deep mechanistic links between WUS, protein phosphorylation, and protein 

destabilization machinery are still unknown, our earlier work suggests similarities 

between WUS and TFs described above. (i) The transcriptional regulatory domains 

[WUS-box and EAR-like (ethylene-responsive element binding factor associated 

amphiphilic repression) domains] function as degrons (51, 52). (ii) CLV3 activated at the 

lower WUS concentration in the CZ can be repressed by enriching and stabilizing the 

WUS protein in the nucleus (24, 51). (iii) The dexamethasone (Dex)–mediated nuclear 

translocation of WUS by using the 35S::eGFP-WUS-GR system led to an immediate 

destabilization of the protein in the CZ within 6 hours (53). By 24 hours of Dex 

application, the protein was only detected in the nuclei of cells in the edge of the 

peripheral zone (PZ) and deeper cell layers of the RM. The CLV3 activation and 

expansion into the PZ followed the centripetal pattern of rapid destabilization of the WUS 

protein [Fig. 1.5; (53)]. 
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Fig. 1.5. The number of cis-elements determines the sensitivity of CLV3 promoter to the dynamic 
changes in the WUS protein accumulation. 
(A to C) SAMs showing WUS protein accumulation patterns (p35S::eGFP-WUS-GR) upon its Dex-
induced nuclear translocation at 6 hours (B), at 24 hours (C), and upon mock treatment (A). (D to I) 
p35S::WUS-GR–expressing SAMs showing pCLV3::H2B-mYFP reporter expression of WT CLV3 
promoter (D), the double mutant promoter (970 and 997 mutants) (E), and the quadruple mutant 
promoter (970, 997, 950, and 1060 mutants) (F) upon mock treatment. The pCLV3 reporter expression 
of the corresponding genotypes after 24-hour Dex treatment is shown in (G) to (I). (A to I) Three-
dimensional reconstructed top views of SAMs and corresponding side views shown in (A′) to (I′). Plasma 
membrane stain–FM4-64 (red), eGFP-WUS-GR (green), and H2B-mYFP (yellow). Scale bars, 20 μm. 



 

                                                               33 

Perhaps degradation of WUS decreases the dimer concentration or creates a dynamic 

WUS that works favorably with the Pol II binding limit to increase CLV3 activation. 

Therefore, we considered an upper limit on the residence time of WUS beyond which 

WUS becomes inactive and fails to recruit Pol II, referred to as residence time limit in the 

model (Fig. 1.4A). The older/inactive WUS species need to be replaced with newly 

synthesized WUS monomers to maintain transcription. Therefore, we imposed the same 

WUS monomer residence time limit for all cis-elements. A markedly lower WUS 

monomer residence time limit substantially decreased CLV3 expression for all cis-

elements (Fig. 1.4C). Simulations with a balanced residence time limit were able to 

generate a similar intrinsic expression pattern of CLV3 for all cis-elements. In particular, 

to generate similar expression patterns of 970M4i (highest affinity) and 1060i (lowest 

affinity) cis-elements, we chose the residence time limit to be 10 for all simulations 

involving multiple cis-elements discussed in the following sections (Fig. 1.4, B to D). 

The CLV3 CRM composition determines sensitivity to dynamic changes in WUS 

protein levels 

The number of cis-elements may also determine the sensitivity of the CLV3 promoter to 

WUS levels to regulate spatial expression of CLV3. To test this, we analyzed the 

response of the mutant promoters lacking several WUS binding cis-elements to 

35S::eGFP-WUS-GR system, upon 24 hours of Dex application, described in the 

previous section. The wild-type CLV3 promoter with five functional cis-elements 

expressed at high levels and the promoter activity expanded into the PZ (Fig. 1.5, D and 

G). The mutant promoter lacking the two functional WUS binding cis-elements (970M 

and 997M)-pCLV3(DM)::H2b-mYFP is initially expressed in the deeper cell layers, and 
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the expression levels are below that of the wild-type promoter (Fig. 1.5E). The 24-hour 

Dex application was able to activate pCLV3(DM) in the CZ weakly but failed to expand 

into the PZ (Fig. 1.5H) (n = 8) when compared to the wild-type promoter, which revealed 

strong activation and radial expansion (Fig. 1.5G). The mutant promoter lacking four cis-

elements (950M, 970M, 997M, and 1060M)-pCLV3(QM)::H2b-mYFP was expressed 

only in the deeper layers (Fig. 1.5F). After 24 hours of Dex application, the mutant 

promoter was mildly up-regulated in deeper layers; however, it failed to activate in the 

CZ and expand radially into the PZ (Fig. 1.5I). Together, rapid destabilization of WUS 

can lead to higher CLV3 activation, which is maintained even at undetectable WUS 

protein levels, showing that all five cis-elements working together increase the sensitivity 

of CLV3. 

Cooperativity among cis-elements regulates CLV3 expression 

Our experimental analysis showing different expression patterns of CLV3 for single cis-

elements and multiple cis-elements suggested an interaction among cis-elements within 

the CRM (24). The same study also showed that an increase in cis-element affinity 

(970M4) resulted in a decrease in dimerization threshold and repressed CLV3 in outer 

cell layers of CZ where WUS accumulates at a lower level. These observations 

suggested that cis-element affinity is important in the context of the multiple cis-

elements, possibly in inducing cooperative interactions among WUS dimers bound to 

multiple cis-elements within the CRM. To understand the multiple cis-element behaviors, 

we used the calibrated single-cell WUS binding model by extending it to include multiple 

cis-elements. Without any cooperative interactions among them, an increase in WUS 

concentration led to an increase in CLV3 expression, which can be interpreted as a 
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linear combination of intrinsic behaviors of individual cis-elements, which is not 

consistent with the experimental analysis (Fig. 1.6A). Therefore, we introduced 

cooperativity among cis-elements into the model. First, we considered equal 

cooperativity among all cis-elements irrespective of the intervening distance. As the 

cooperativity increased, the CLV3 expression decreased at the higher WUS 

concentration, which could be due to increased dimerization (Fig. 1.6B). Then, we chose 

appropriate values for parameters involved in the dimer cooperativity to obtain the 

highest activation of CLV3 at a lower WUS concentration as observed in experiments. 

Next, we used the calibrated model with the chosen cooperativity parameters to simulate 

mutant CLV3 consisting of different number of cis-elements. In particular, our 

experimental analysis showed a weaker down-regulation of CLV3 upon mutating any 

one of the four lower-affinity cis-elements (950M, 997M, 1007M, and 1060M) for the low 

WUS concentration, compared to the highest affinity, i.e., 970 cis-element (970M) (Fig. 

1.2, A to C). However, in the simulations with the calibrated equal dimer cooperativity, 

950M was expressed at a much higher level than the wild type at the high WUS 

concentration (Fig. 1.6C), which was not consistent with the experimental observation, 

suggesting unequal cooperativity among those cis-elements in the CRM. 
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Next, we introduced unequal dimer cooperativity wherein the interaction between 

neighboring cis-elements was higher, and cooperativity decreased with increasing 

intervening distance (referred to as distance-dependent cooperativity). Similar kind of 

cooperativity was studied in thermodynamic models earlier (54). For simplicity, we 

simulated 970M and 950M expressions representing mutations in high- and low-affinity 

cis-elements, respectively. The model with distance-dependent dimer cooperativity was 

able to generate wild-type expression patterns. However, a similar expression behavior 

was observed for both 950M and 970M at lower WUS concentrations, which is 

Fig. 1.6. Cooperativity among cis-elements regulates CLV3 expression. 
Average CLV3 mRNA levels from single-cell simulations in response to WUS concentration without 
cooperativity (A), at different strengths of dimer cooperativity (B), when dimer cooperativity between 
every cis-element is considered (C), when the dimer cooperativity depends on the intervening distance 
between cis-elements (D), and when both WUS monomer and dimer cooperativity were considered (E). 
(F) Binding and unbinding dynamics of WUS monomer and dimer on cis-elements. (G to K) Gel shift 
assay of increasing concentrations of full-length WUS 1 to 292 amino acids (aa)] to probes of similar 
length that cover the 970 and 997 cis-elements. Probes with loss of binding mutations to the TAAT 
elements in the 970 cis-element (G) and the 997 cis-element (H). (I) Probe with WT copies of the 970 
and 997 cis-elements. Probes that contain higher-affinity mutant 970M4 along with the mutant 997 (J) 
or WT 997 cis-element (K). (G to K) Arrowheads denote higher-order WUS complexes: monomer (dark 
gray), dimer (light gray), and higher complexes (white). The unbound probe (black). 
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inconsistent with the experimental data (Fig. 1.6D). This suggested that the cis-element 

affinity influences interactions among cis-elements and the higher-affinity cis-element 

970 interacts differently than the lower-affinity cis-elements in activating CLV3 at lower 

WUS. Therefore, distance-dependent monomer cooperativity between cis-elements was 

considered. The monomer and dimer cooperativity were considered separately since 

one is responsible for activation and the other one is responsible for repression. 

Considering that the affinity plays a role when multiple cis-elements interact, the 

residence time limit associated with single cis-element was disabled. The additional 

WUS monomer cooperativity along with the dimer cooperativity between all cis-elements 

was able to generate expected wild-type and mutant (970M and 950M) cis-element 

behaviors at all WUS concentrations (Fig. 1.6E), showing the importance of both in 

regulating CLV3 transcription. 

The neighboring cis-elements influence WUS DNA-protein complex formation 

To test predictions of model simulations on the possible cooperative behavior of cis-

elements, we performed EMSA with increasing concentration of WUS on probes that 

contain two adjacent cis-elements. We considered the two adjacent cis-elements 970 

and 997 because mutating these two cis-elements has been shown to down-regulate 

CLV3 expression in outer cell layers of CZ and up-regulate expression in the inner layers 

of RM (24). Full-length WUS at lower concentration has been shown to bind as a 

monomer to single cis-elements, which shifts to a dimeric complex at the higher WUS 

concentration (24). We found that WUS bound the oligo that contains 970 and 997 cis-

elements (Fig. 1.6I) at much lower concentrations than observed with the oligos of the 

same length that only contains one functional cis-element that is either the 970 (Fig. 
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1.6H) or 997 cis-element (Fig. 1.6G). In addition, the WUS shifted to form higher 

molecular weight complexes at much lower concentrations with the two functional cis-

elements than one functional cis-element (Fig. 1.6I). To further test the nature of the 

protein and complex formation across multiple cis-elements, we tested the binding 

patterns of two WUS protein variants: WUS1-134 that only contained the DNA binding 

domain and lacked the centrally located HOD, and WUS1-208 that contains the centrally 

located HOD domain. Our earlier work has shown that these fragments bind cis-

elements with comparable affinities to the full-length protein (24). With increasing 

concentration of WUS1-134, a gradual switch from monomeric to the higher molecular 

complex was observed, which is expected as previous work has shown that the DNA 

binding domain also participates in dimerization (24, 29). With WUS1-208, at the same 

protein concentration range, we observed a faster shift from the monomer form into the 

higher molecular weight complex. Testing these two protein versions on a probe 

containing only one functional 970 cis-element revealed higher molecular complex 

formation at a much higher concentration (24). These results suggest that the second 

dimerization domain may facilitate interaction between WUS molecules bound to the 

adjacent cis-elements in promoting higher molecular WUS complex formation. 

The distance between cis-elements is critical for CLV3 expression 

The cooperativity observed in gel shift assays suggests that the neighboring cis-

elements increase WUS binding, possibly through protein-protein interaction facilitated 

by the second HOD (HOD2). To test the influence of spacing between cis-elements 

without reducing the number or affinity, we duplicated the sequence between 

neighboring cis-elements. The increased distance might reduce the interaction of WUS 
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bound to neighboring cis-elements without affecting the intrinsic binding to each 

independent cis-elements. Therefore, we duplicated the intervening sequence between 

970-997 and 997-1007 (double space around 997) pCLV3(DS-997)::H2B-mYFP. 

Increasing the distance between neighboring cis-elements led to increased CLV3 

expression in all cell layers, and an increase in the deeper layers was much higher than 

in the outer cell layers of CZ (Fig. 1.7, A to C). These results suggest that the distance 

between cis-elements is more critical for the repression of CLV3, likely through the 

formation of large WUS complexes across neighboring cis-elements. To test whether the 

increased distance between 970 and 997 cis-elements alters the binding dynamics, we 

analyzed WUS binding to the oligo with duplicated sequences that doubled the distance 

between 970 and 997 (970--997). The full-length WUS protein could bind the oligo (970--

997) at lower WUS (Fig. 1.7, D and E). However, the transition from lower molecular 

weight complexes to higher molecular weight complexes occurred over a much wider 

WUS concentration range. Therefore, the increase in CLV3 expression in all cell layers 

seen in DS-997 could be explained by the larger WUS concentration range over which it 

remains as a lower molecular weight complex, showing that, in addition to the affinity of 

the cis-elements, the intervening distance is important in regulating the CLV3 

expression. 
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Description of a 3D cell–based model of CLV3 transcription 

The single-cell model provided insights into the WUS binding dynamics with individual 

cis-elements, Pol II recruitment, and minimum cooperativity mechanisms required for 

CLV3 expression. However, the single-cell model can only provide average expression 

behavior at given WUS concentrations, without considering the tissue spatial 

organization and the stochasticity associated with individual cells within layers of the 

SAM under a broader range of WUS concentrations. Therefore, we expanded our scope 

of study by developing a 3D multicellular model to capture the tissue-level spatial 

dynamics. 

 

The 3D model could help quantify the establishment of the CLV3 expression pattern 

throughout the tissue by simulating the stochastic single-cell model in individual cells 

simultaneously at different WUS concentrations. The 3D model was constructed on the 

basis of the framework used in our previous work (27) combined with new biological data 

Fig. 1.7. Spacing between cis-elements is critical for CLV3 repression. 
Side view of SAM showing the WT pCLV3::H2B-mYFP expression (A) and mutant CLV3 reporter 
containing duplicated sequence to the left (5′) and right (3′) of the 997 cis-element (double sequence 
around 997—DS-997) (B). Scale bars, 20 μm. (C) Average H2B-mYFP fluorescence intensity (mean ± 
SE) in 10 centrally located nuclei/cell layers quantified from four independent transformants of WT and 
DS-997 (n = 4). ***P < 0.001. EMSAs showing increasing concentrations of full-length WUS (1 to 292 
amino acids) bound to the probe containing the 970 and 997 cis-elements with WT intervening 
sequence (D) or a duplicated intervening sequence (E). 
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and mechanisms identified by using the stochastic single-cell model. The computational 

domain consisted of a 3D matrix of unit spheres organized in a half-dome shape, 

corresponding to cells within the SAM from the L1 to L7 layers. At the tissue level, a 

spatial gradient of WUS proteins across different layers, which captured a similar fold 

change from deeper layers to outer layers observed in experiments (Fig. 1.8C), was 

introduced and maintained at this fixed concentration throughout each simulation (Figs. 

1.1A and 1.8C). In individual cells, the single-cell stochastic model was applied to 

simulate WUS binding with cis-elements by using the local WUS concentrations to 

regulate CLV3 transcription. The same mechanisms identified by the single-cell 

stochastic model were implemented under wild-type and multiple cis-element mutant 

conditions. Each simulation was allowed to run long enough to achieve the steady-state 

behavior, and the parameters used in the simulations are listed in Fig. 2.15. 

 

 

 

 



 

                                                               42 

 

  

Analysis of CLV3 expression and WUS complexes captured by the 3D model 

Using a biologically relevant WUS gradient (Fig. 1.8C), CLV3 simulations were 

generated under a variety of different conditions, including wild type, four cis-elements 

(970M), three cis-elements (DM), and single cis-element (e.g., 970i). The behaviors of 

several cis-element mutants are shown in Fig. 1.8 (A and B). CLV3 expression in wild 

type was generally higher than in other mutants, similar to the experimental data shown 

in Fig. 1.2A. In particular, wild-type CLV3 activation was highest in the L1 layer and 

lowest in the inner layers of RM. 970M showed a higher expression in the inner layers of 

RM than in the outer L1 layer. Of particular interest was 970M4, in which the affinity was 

Fig. 1.8. Simulated CLV3 dynamics and WUS protein complexes in the 3D SAM model. 
(A) Levels of CLV3 (mean = line, SD = shaded area) activation in WT system and system with 
selected mutated cis-elements. (B) Levels of CLV3 gene activation (mean = line, SD = shaded area) 
in WT system and system carrying all possible combinations of quadruple mutants (reflects intrinsic 
behavior of each functional cis-element). Line indicates mean CLV3 in different cell layers. Shaded 
area indicates SD of activation among the cells in a given cell layer. L1 to L7 indicate the layers of the 
SAM from outermost CZ to inner layers of the RM. (C) Spatial distribution of nuclear-localized WUS. 
(D) Median longitudinal sections of simulated SAMs showing WUS monomer (middle), WUS dimer 
(bottom), and CLV3 expression (top) in WT and system carrying various mutant cis-elements 970M4, 
950M, 970M, 950i, 970i, and 970M4i. 
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strengthened over the default 970 affinity, expressed at a lower level in all cell layers. 

When simulating the mutants with a single functional cis-element in the CRM, e.g., 950i, 

970i, 997i, 1007i, and 1060i, the CLV3 expression was detected in only the inner layers 

of RM. Other than the minor difference in the magnitude, all single cis-element mutants 

expressed only in the inner cell layers (Fig. 1.8B), similar to the experimental results. 

Simulations also showed an impairment in the spatial patterns of CLV3 expression as 

more cis-elements were deleted. For example, the deletion of a single lower-affinity cis-

element 950 (950M) had a relatively minimal effect on CLV3 activation (Fig. 1.8D). In 

contrast, deletion of the higher-affinity cis-element 970 (970M) shifted CLV3 expression 

to the inner layers (Fig. 1.8D). The more drastic shift in CLV3 expression into deeper 

layers occurred when deleting four cis-elements (e.g., 950i or 970i) regardless of their 

WUS binding affinity (Fig. 1.8D). Therefore, the cooperativity mechanism identified by 

the single-cell stochastic model was able to generate the expected CLV3 expression 

behavior in the 3D model. 

 

Bimolecular fluorescence complementation (BiFC) assays in plants expressing split 

enhanced green fluorescent protein (eGFP)–WUS constructs expressed from the native 

WUS promoter revealed very few fluorescent positive cells in the L3 and L2 layers of 

SAMs. These results show that WUS dimerizes in cells that accumulate higher levels of 

WUS, supporting the correlation observed in biochemical analysis. However, the 

observed dimerization in BiFC assays does not distinguish between DNA-bound WUS 

complexes and unbound complexes. Moreover, it likely represents WUS complexes with 

cis-elements of many target genes (27). Therefore, we used the 3D model to visualize 

the spatiotemporal distributions of WUS complexes including monomers and dimers on 
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the CLV3 promoter across cell layers in SAMs (Fig. 1.8D). A higher concentration of 

WUS monomers in the outer layers of CZ and higher dimers in the inner layers of RM 

were observed for the wild-type and lower-affinity cis-element 950M. Deleting the 970 

cis-element showed lower levels of WUS monomers in the outer layers of CZ and lower 

levels of dimers in the inner layers of RM (Fig. 1.8D). This suggested that the higher-

affinity cis-element exerts a stronger influence on CLV3 transcription, but it was not 

sufficient to completely activate in the outer layers of the CZ or repress the inner layers 

of RM on its own, showing that cis-elements interact with each other in maintaining 

specific amounts of WUS monomer and dimer complexes in different layers in regulating 

CLV3 expression. The 970M4 results resolved the seemingly paradoxical expression 

patterns of this mutant. A massive amount of WUS dimers in all layers can explain a 

marked reduction of CLV3 expression. In contrast, both monomers and dimers 

accumulated at a lower level when only one cis-element was functional, showing that 

WUS failed to populate at higher levels on cis-elements likely due to the lack of 

cooperativity. Overall, the 3D model simulations showed the spatial distributions of WUS 

complex formation at a quantitative level in different cell layers of SAMs. The WUS 

complex formation could be correlated to WUS concentration in different cell layers and 

the affinity-dependent cooperative behavior of cis-elements in expressing CLV3 in the 

CZ. 

Effect of cooperativity on the spatial patterns of CLV3 transcription 

The experimental evidence suggested that the cooperativity among cis-elements is 

critical to achieving proper spatial patterns of CLV3 expression. To better understand the 

role of cooperativity in the robust regulation of CLV3 expression quantitatively, we 
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imposed different levels of cooperativity between monomers or dimers for both wild-type 

and mutant conditions. A complete removal of cooperativity led to a higher CLV3 

expression in the inner cell layers of RM and a lower expression in outer cell layers of 

CZ under all conditions (Fig. 1.9A). In contrast, increasing cooperativity led to CLV3 

down-regulation (Fig. 1.9C), showing that strength of cooperativity influences CLV3 

expression. Our experimental analysis shows that increasing the cis-element affinity 

(970M4) leads to down-regulation of CLV3 expression, which could be due to a higher 

cooperativity among cis-elements leading to the repression. To test this hypothesis, we 

removed cooperativity from 970M4, which led to an increase in CLV3 expression, and 

the pattern of expression resembled that of wild type (Fig. 1.9A). These results show the 

importance of cooperativity in modulating CLV3 expression, which in turn depends on 

the cis-element affinity. 
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Our experimental analysis also showed that decreasing the number of cis-elements 

leads to a decrease in CLV3 expression in outer cell layers of CZ and an increase in 

inner cell layers of RM, suggesting that the number of cis-elements may also aid in 

inducing cooperativity. Consistent with the requirement of multiple cis-elements in 

Fig. 1.9. Cooperativity levels influence CLV3 activation. 
CLV3 activation level of WT CLV3 CRM and mutant CLV3 CRMs under various cooperativity levels. 
(A) No cooperativity: simulations had no cooperativity between cis-elements. (B) Normal cooperativity: 
normal cooperativity values (0.01 monomer cooperativity, 0.2 dimer cooperativity) used in the default 
simulations. (C) High cooperativity: simulations with 10× the cooperativity of the default values in the 
simulation, i.e., 0.001 monomer cooperativity and 0.02 dimer cooperativity. Dots are simulation values 
for a cell. Lines are corresponding average expression values from experimental studies. Colors 
represent different mutants. 
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mediating cooperativity, the effects of cooperativity levels on CLV3 expression 

diminished with the deletions of multiple cis-elements (Fig. 1.9). 

As shown above, removing the overall cooperativity that includes both the monomer and 

dimer cooperativity leads to the internalization of CLV3, which is not entirely consistent 

with the in vivo observed overall increase of CLV3 expression even in the outer cell 

layers of pCLV3(DS-997) (Fig. 1.7, B and C). Removing the overall cooperativity that 

also included the monomer cooperativity might have caused the down-regulation of 

CLV3 in outer cell layers of CZ. Therefore, we perturbed monomer and dimer 

cooperativity independently. At a constant dimer cooperativity, increasing monomer 

cooperativity alone led to a gradual increase in CLV3 expression in outer cell layers and 

expression maxima shifted to outer cell layers (Fig. 1.10A). In contrast, increasing the 

dimer cooperativity alone led to an overall decrease in CLV3 expression, which was 

more pronounced in the inner layers of RM and a shift in the expression maxima to the 

outer layers of CZ (Fig. 1.10B). This suggests that CLV3 expression is regulated through 

a balance between dimer and monomer cooperativity mediating the repression and 

activation, respectively. These simulation results could also help us to understand the 

experimental data, in which the increased expression of CLV3 in all cell layers observed 

upon doubling the distance (DS-997) could be attributed to lower dimer cooperativity 

leading to derepression. Together, these results show that cooperativity plays a critical 

role in regulating CLV3 expression when all five cis-elements are functional. 
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Discussion 

A homotypic cluster of five cis-elements with different WUS binding affinities regulates 

levels and spatial expression of CLV3. WUS has been shown to activate and repress 

CLV3 at lower and higher levels, respectively. Our work reveals that the relative affinities 

of each element, the number of cis-elements, and intervening distance contribute to the 

collective effect. Moreover, the collective activity of the CRM arises not only because of 

the individual affinity but also because of cooperative binding of multiple neighboring cis-

Fig. 1.10. Independent perturbations of the monomer or dimer cooperativity. 
The effect of changes in monomer cooperativity (from 1 to 0.005) and dimer cooperativity (from 1 to 
0.05) on CLV3 activation. The direction of the arrows indicates an increase in cooperativity. In row (A), 
dimer cooperativity was held constant at 0.2, while monomer cooperativity was varied (1 to 0.005). In 
row (B), monomer cooperativity was held at 0.01 and dimer cooperativity was varied (1 to 0.05). A 
complete table of changes in monomer and dimer cooperativity is presented in fig. S6. The individual 
graphs represent the CLV3 activation in different cell layers (L1 to L7) of simulated SAMs under the 
cooperativity levels noted for each simulation. The dots represent the values of the CLV3 signal for 
individual simulated cells. 
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elements to WUS. WUS was previously shown to form a mixture of monomers, dimers, 

and oligomers in solution over a wide concentration range (24). Moreover, DNA/cis-

elements have been shown to promote dimerization or multimerization of WUS over a 

small two- to fourfold increase in the WUS level. 

Our biochemical analysis presented here reveals that two adjacent cis-elements can 

increase the binding sensitivity of WUS at lower levels than the single cis-elements, 

suggesting that the cis-elements cooperate in increasing the binding probability of WUS 

monomers, which could contribute to boost activation. Our biochemical work also shows 

that the two cis-elements working together allows the formation of higher-order WUS 

complexes at lower WUS levels, which depends on the second HOD (Fig. 1.6, J and K). 

This suggests that the second HOD may allow interaction of WUS species bound to the 

adjacent cis-elements in forming higher-order complexes. WUS has two dimerization 

domains, one of which is near the DNA binding domain and the other is found outside 

the DNA binding domain (24). The second dimerization domain may allow protein-

protein interaction across neighboring cis-elements, which then allows cooperative 

binding across the cis-elements. Our analysis also reveals that cis-element affinity plays 

a critical role in inducing cooperativity across cis-elements. The increased affinity of 

970M4 cis-element contributed to higher cooperativity, leading to the repression of 

CLV3. However, such repression requires other functional cis-elements in the CRM, 

showing that the collective behavior arises as a result of the number of cis-elements and 

the WUS binding affinities. The collective behavior of a low-affinity homotypic CRM has 

been shown to be critical in a recent study of the Drosophila SHAVENBABY locus. 

Increasing the binding affinity of one of the cis-elements resulted in a strong ectopic 

activation, suggesting that low-affinity homotypic CRMs may lead to higher specificity 



 

                                                               50 

(9). Our work showing the importance of the number of cis-elements in regulating gene 

expression agrees with the fundamental concept of having multiple cis-elements 

organized in a constellation leading to gene expression specificity. However, the CLV3 

CRM regulation differs from other homotypic CRMs such as SHAVENBABY locus where 

CLV3 expression is regulated through a concentration-dependent activation-repression 

switching mechanism. The C terminus of WUS has been shown to bind at least three 

proteins: HAIRYMERISTEM (55), SHOOT-MERISTEMLESS (56), and TOPLESS (57). 

Earlier analysis shows that the C terminus of WUS is not required for the regulation of 

DNA binding affinity and dimerization (24) and DNA binding specificity (29). Therefore, 

we suggest that WUS binding to the CLV3 CRM is a cofactor-independent mechanism 

that depends on the organization of cis-elements in the CRM. Besides CLV3, WUS has 

been shown to activate and repress several hundred genes (27). Our bioinformatics 

search for “TAAT” core-containing cis-element clusters (see the Chapter 3 for details of 

the algorithm) identified multiple clusters in 152 of 154 WUS up-regulated genes and 

298 of 303 WUS down-regulated genes. This resource should guide future in vivo 

analysis to refine our understanding of the relationship between CRMs and gene 

expression specificity. 

Our analysis also shows that the interaction between cis-elements in promoting higher 

molecular WUS complexes also depends on the distance between cis-elements. 

Increasing the distance between cis-elements unexpectedly decreased the WUS 

detection threshold, suggesting that distance may also play a role in sensing WUS 

concentration through an unknown mechanism. This might increase the probability of 

WUS monomer binding to adjacent cis-elements. However, the stabilization of WUS into 

a higher molecular weight complexes still occurred at the same WUS levels as observed 
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with the wild-type distance. Thus, the increase in CLV3 expression observed upon 

increasing the distance could be due to increased activation and not entirely due to the 

reduced repression. Together, our results show that the cis-element affinity plays a 

dominant role in CLV3 repression, while it appears that the system can withstand an 

increase in intervening distance in forming higher WUS complexes. 

The computational model developed in this study allows us to recreate and, in a sense, 

verify the plausibility of our mechanistic explanations of experimental results. It was 

possible to quantify properties that are very difficult to obtain through experimental 

means such as the residence time of WUS on cis-elements to calibrate the model and 

visualization of concentration-dependent ratios of WUS monomer and dimer/higher-

order complexes on the CLV3 cis-elements. The upper limit on the residence time of 

WUS was critical to explain individual cis-element behaviors that differ in their binding 

affinities. Our experimental analysis shows that a higher WUS turnover leads to a higher 

CLV3 activation, suggesting that older WUS species may become ineffective and may 

unbind. The nuclear export of WUS has been shown to play a crucial role in regulating 

the WUS nuclear concentration (51). It has also been shown that a nuclear export signal 

is required for WUS degradation in the cytoplasm. Perhaps the older WUS molecules 

that unbind are exported and degraded in the cytoplasm, which may create space for 

newly synthesized WUS that moves into the outer layer of CZ to bind cis-elements to 

sustain CLV3 activation. CLV3 has been shown to offset nuclear export of WUS, which 

forms an additional feedback mechanism in regulating the nuclear concentration (51). 

Whether CLV3 levels also independently determine residence time of WUS by 

influencing its unbinding from cis-elements perhaps by regulating the WUS protein 

modifications remains to be explored. Nevertheless, a seamless connection involving 
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WUS binding, unbinding, export, and degradation could lead to a robust maintenance of 

CLV3 transcription. However, the current model assumes a constant WUS gradient and 

is limited to exploring the mechanisms underlying the CLV3 expression without 

considering the feedback regulations of CLV3 signaling on WUS. Our recent study 

developed a model involving both transcriptional and posttranslational regulations of 

WUS by the CLV3 signaling (51). This model used a generic function of WUS 

concentration to represent the CLV3 transcription. The model perturbations revealed that 

the dual control of WUS transcription and nuclear levels by the CLV3 signaling when 

coupled to the WUS concentration–dependent transcriptional activation and repression 

of CLV3 leads to a robust maintenance of the WUS protein gradient. Our results show 

that the cis-element mutant reporter 970i was markedly reset into the outer layers of CZ 

in the clv3 null mutants complemented with the 970i genomic construct. Perhaps this is 

due to the effects of altered CLV3 signaling on the expression and nuclear accumulation 

of WUS establishing a new gradient. In the future, coupling the 3D stochastic model of 

CLV3 transcription developed here with the CLV3 signaling model of the regulation of 

WUS transcription and the WUS protein dynamics should allow assessment of the 

influence of different properties of the CLV3 CRM, including the number of cis-elements 

in regulating the robustness of the WUS gradient. 

 

Methods 

Experimental design 

Plants were grown under continuous light as described earlier in (24). Imaging was 

performed on the Zeiss 880 AIRYSCAN upright under a 40× objective. eGFP-WUS was 

excited at 488 nm and collected with filter 495 to 550 nm. Histone 2B modified yellow 
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fluorescent protein (H2B-mYFP) was excited at 514-nm filtered with main beam splitter 

(MBS) 458/514/561/633 and collected with band-pass (BP) filter 495 to 550 nm. FM4-64 

was excited at 561 nm and collected with BP 570 to 620 nm. 

Statistical analysis 

The means, N, and P values are included within each dataset. 
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Chapter 2: The Coupled Feedback Meristem Model 

 

Abstract 

A computational multiscale model was developed which simulates WUS/CLV3 

intercellular signaling at tissue scale and WUS binding to CLV3 cis-elements at the 

subcellular level. This model was compared to the earlier model which simulated CLV3 

expression dynamics on a fixed WUS protein gradient, presented in Chapter 1. The 

expression of the CLV3 species in this model were depressed compared to the previous 

model except for 970M4 where the effect of CLV3 on WUS appeared to feedback on 

CLV3 expression raising it higher. Perturbations on individual parameters of the model 

were implemented to show their effects on an otherwise WT background. This mostly 

showed the model and connections between the species behaving as expected. The 

contribution of monomer cooperativity and dimer cooperativity in this model also 

remained the same as it was in the previous model. Work is in progress to simulate and 

analyze the resetting of CLV3 expression to the outer layers in clv3-2 complemented 

mutants  

 

Introduction 

In Chp1 the computational SAM model was presented which generates data on the 

properties of the CRM and how the different cis-elements contribute directly to 

expression on a fixed WUS background. The model has been extended by changing the 

previously fixed WUS background to being fully dynamic where the WUS species in the 

SAM fully affect CLV3 expression and are, in turn, affected by the CLV3 species 

allowing feedback between the two. Practically the WUS species are now controlled by 
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ODE equations and updated across the interval of the simulation along with the CLV3 

species. This extended coupled feedback model like the previous model has its 

underlying codebase for the data processing portion forked from a previous model by (1) 

but with new dynamics and various other changes including the addition of a subcellular 

stochastic system. This model will help to show the effects of the CRM in a wider context 

as well as demonstrate how the different WUS species contribute to the network and 

hopefully help to quantify the dynamics behind specific phenomenon witnessed in 

experimental studies such as the resetting of the CLV3 pattern, where in specific 

situations CLV3 expression recovers to a more wildtype distribution in the SAM even 

though the CRM is missing one or more cis-elements (2). The non feedback model and 

feedback model correspond to different wet lab experimental setups. The non feedback 

model corresponds to tracking a transformed construct of WT and mutated cis-elements 

within the CRM driving a fluorescence (H2b-mYFP) marker gene in wild-type 

background. Whereas the feedback model corresponds to an experiment which can 

track the underlying dynamics of the SAM network with mutations on the CLV3 promoter 

driving the expression of functional CLV3 introduced into clv3 (clv3-2) null mutants (Fig. 

2.1). Because of this the behavior of species under the same parameter settings while 

often consistent is not necessarily identical across both models and should be examined 

independently. 
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The feedback model consists of two distinct portions, the subcellular binding system 

from Chp1 which operates stochastically and an expanded (relative to the non feedback 

model) ODE protein/RNA signaling system which operates deterministically. The protein 

system consists of the proteins and RNA species which are produced and decay and 

diffuse through the SAM. The species the system tracks are WUS RNA, WUS protein in 

the nucleus and cytoplasm, CLV3 RNA, CLV3 peptide, Cytokinin, Cytokinin receptor, 

and Cytokinin complexed receptor.  

 

The subcellular system models the direct interaction of the CLV3 gene with WUS in the 

nucleus. The CLV3 gene is modeled as a segment (CRM) of 5 WUS-binding cis-

elements that contain the TAAT core sequence in the gene known as 950, 970, 997, 

1007, and 1060. The binding of WUS to CLV3 CRM is controlled stochastically with 

Fig. 2.1. Experimental setup corresponding to the non feedback vs feedback meristem model. 
The non feedback model corresponds to a construct driving a marker in a wildtype background plant. 
The feedback model corresponds to a construct driving a CLV3 gene complementing a clv3-2 mutant 
background. 
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events (binding, unbinding, RNA polymerase (PolII) recruitment, etc) probabilistically 

occurring based on the state of the system. These factors include bound neighbors, 

WUS concentration etc. The different states of the cis-element can be empty, monomer, 

or dimer bound. Through the different patterns of WUS binding to these segments, the 

system can achieve a fine tuned control of the CLV3 target greater than seen in earlier 

simpler models of expression systems (3). 

 

While ODE systems are commonly used in modeling biochemical scenarios (4) the 

addition of Chp1’s stochastic subcellular model brings several advantages over a plain 

ODE system. ODE systems are most suited for modeling large bulk mixed systems 

which are very different from the situation of proteins binding to limited genome 

sequences. The direct modeling of binding allows visualization of the explicit molecular 

dynamics and patterns of WUS complexes formed on the binding sequence itself and 

biologically relevant data can be gathered from these observations. A stochastic system 

is also capable of capturing the variability of individual runs rather than the average 

behavior captured by ODE systems model. A more comprehensive description of the 

simulation system can be found in the Methods section. 

 

Calibration data for the model 

Ultimately the coupled feedback model as an extension of the non feedback model uses 

the same parameters and values as applicable. And its parameters are ultimately 

derived from or tuned to available experimental data.  Specifically, the affinities of the 

CLV3 CRM cis-elements are derived from EMSA binding studies (2). The binding 
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patterns showing the ratio of cis-element/WUS bound states were used to derive the KD 

values of the cis-elements.  

 

The non feedback model is calibrated to data from (2) and other studies measuring the 

signals of pCLV3::H2B-mYFP reporters carrying various mutant cis-elements in WT 

background.  Expression data was collated from SAM confocal images which showed 

expression across cell layers for different mutants. Work is currently being undertaken to 

produce similar data for the feedback simulations by conducting studies of mutant and 

wild-type pCLV3::CLV3genomic.  

 

 

Results 

 

The coupled feedback model was compared against the non feedback model from Chp1 

by graphing the concentration of the different species (CLV3 RNA for example) In 

individual cells on the y axis and SAM layer on the x axis across different mutants (Fig 

2.2-2.4). The same CLV3 CRM mutants used in Chp1 are used here and are described 

in Methods. The trend across the CLV3 expression was that they were generally lower 

than in the non feedback model save for a few exceptions such as the synthetic higher 

affinity mutant-970M4 and the lower affinity mutant-950i (Fig. 2.2). The reactive WUS 

protein of the feedback model was able to increase significantly in concentration and 

accumulated in a broader spatial domain, (Fig. 2.3) pushing CLV3 mRNA species 

concentration down. The cis-element mutant expression levels remained generally the 

same relative to each other. The peptide levels of CLV3 were very similar to its non 

feedback counterpart though slightly lower (Fig. 2.2B). On the other hand CLV3 mRNA 

levels in the outer layer tend to fall across the different mutants (Fig. 2.2A and C) as now 
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responsive WUS (as opposed to the WUS in the non feedback model) is purged from 

the outer layers due to the presence of CLV3 and the gradient shifts to the interior of the 

SAM (Fig. 2.3B).  

Resetting of the CLV3 gradient where expression was higher in the feedback than its 

non feedback counterpart was seen in 970M4 and possibly the inner layers of 950i (Fig. 

2.2). 

The WUS species, while increased from the non feedback model in the feedback model, 

remained remarkably similar across the different mutants. Meanwhile the dimers 

expanded across the inner layers of several mutants as would be expected with the 

increased WUS (Fig. 2.4). 
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Fig. 2.2. Comparison of expression in the non feedback model vs the feedback model: CLV3 
Species. 
(A) CLV3 RNA: Amount of CLV3 RNA at the end of the simulation. Amount is on the y axis. Layer is on 
the x axis. Genetic background is specified on top of the graph. Non feedback graph is on the top. 
Feedback graph is on the bottom. (B) CLV3 Peptide amount. (C) Total RNA production over the course 
of the simulation. 
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Fig. 2.3. Comparison of expression in the non feedback model vs the feedback model. WUS 
Species. 
(A) WUS RNA amount (B) WUS Nuclear amount (C) WUS Cytoplasmic amount.. 
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Perturbations of the coupled model 

Several perturbations were performed on the coupled feedback model to see what effect 

the different parameters would have on the system and how the different species would 

respond to different changes in conditions. These perturbations are to WUS RNA 

Fig. 2.4. Comparison of expression in the non feedback model vs the feedback model. Monomer 
and Dimer. 
(A) Monomer amount. (B) Dimer amount 
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production and degradation, WUS Nuclear export and WUS Nuclear/CLV3 interaction, 

WUS Cytoplasmic diffusion, the WUS saturation value for CLV3 RNA, and the CLV3 

peptide production. These parameters were picked to alter the system in distinct ways 

without too much overlap. The results are shown in Fig. 2.5 to 2.11. While not a 

comprehensive survey on how all parameters would contribute to the model under all 

circumstances, they can give an idea of the role and contribution of different aspects of 

the model and how the system functions in a wider context.  

 

The perturbations consisted of running simulations with a single parameter in question in 

otherwise WT conditions at a default level and at ½ and 2x relative to the default level. 

The effect of the perturbations was then visualized by graphing the major species of the 

simulation in plots with the concentration/amount in the y-axis and layer of the SAM in 

the x-axis for all three levels. The species tracked are Pol Bind (equivalent to total RNA 

produced), CLV3 RNA, CLV3 Peptide, WUS Monomer, WUS RNA, WUS Nuclear, WUS 

Cyto, and WUS Dimer. Fig. 2.5-2.11 follow the same format. 

 

The WUS RNA production parameter as the name suggests drives the rate of WUS 

RNA production (Fig 2.5). Lowering the rate 1/2x brings the level of polymerase binding 

down in the outer layers and up in the inner layers. CLV3 RNA is affected in the same 

fashion. CLV3 peptide is lowered in the outer layers. For 2x the gradients for the CLV3 

species are similar though more defined/slightly higher in the outer layers. The WUS 

species (RNA, Nuclear, and Cytoplasmic) decreased in level at 1/2x and increased in 2x 

particularly in the inner layers. WUS Dimer decreased noticeably from the inner layers at 

1/2x.  



 

                                                               71 

 

 
   

 

Fig. 2.5. WUS RNA Production perturbation effects. 
Species type at the top. Amount of species is on the y axis. Meristem layer is on the x axis. First row is 
default parameters. Second row is 1/2x perturbation of selected parameter. Third row is 2x perturbation 
of selected parameter. 
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WUS RNA Degradation had the opposite effect of WUS RNA Production with 2x 

corresponding to the Production perturbation 1/2x effects and vice versa.  
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Fig. 2.6. WUS RNA Degradation perturbation effects. 
Species type at the top. Amount of species is on the y axis. Meristem layer is on the x axis. First row is 
default parameters. Second row is 1/2x perturbation of selected parameter. Third row is 2x perturbation 
of selected parameter. 
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WUS Nuclear export had a noticeable effect mostly in the 2x perturbation. The effects 

were similar to lowering WUS RNA production with the exception that the RNA 

production wasn’t affected. 
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Fig. 2.7. WUS Nuclear Export Perturbation.  
Species type at the top. Amount of species is on the y axis. Meristem layer is on the x axis. First row is 
default parameters. Second row is 1/2x perturbation of selected parameter. Third row is 2x perturbation 
of selected parameter. 
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WUSNuc CLV3 interaction perturbations had all major species expression patterns 

remain very similar to each other across the perturbation interval of 1/2x to 2x in the cells 

quantified.  
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Fig. 2.8. WUS Nuclear/CLV3 Interaction perturbation effects. 
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WUS Cyto Diffusion effects were mostly significant when perturbing to 2x which lowered 

polymerase binding in the outer layers and lowered nuclear and cytoplasmic WUS.  
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Fig. 2.9. WUS Cytoplasmic Diffusion perturbation effects. 
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CLV3 RNA WUS Saturation is the threshold of WUS that has the maximum effect on the 

system. Any higher WUS has no additional effect. Increasing this parameter lowers the 

effect of WUS. Perturbations in this parameter had slight effects at 1/2x. At 2x 

polymerase binding was lowered in the outer layers but increased in the inner layers. 

CLV3 RNA was lowered in the outer layers and CLV3 peptide was lowered as well. 

WUS RNA production was increased along with slightly increased WUS protein showing 

the indirect effect the lowered CLV3 was having.  
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Fig. 2.10. CLV3/WUS Saturation perturbation effects 
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For CLV3 Peptide production only relatively small differences between the perturbations 

were noticed.  

 

 
 

 

   

Fig. 2.11. CLV3 peptide production perturbation effects. 
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Cooperativity in the Coupled Feedback Model 

Similar to Chp1, in the non feedback model, the cooperativity of the coupled feedback 

model was tested with a variety of combinations of monomer and dimer cooperativity. 

Monomer cooperativity was varied from 1 to 0.005 and dimer cooperativity varied from 1 

to 0.05. A lower number means higher cooperativity where the monomer/dimer more 

strongly reduces its neighbor’s chance to unbind. The number corresponds to the 

percentage neighboring WUS’s chances to unbind are reduced (0.05 means unbinding 

reduced to 5%). As seen in Fig. 2.12, increasing monomeric cooperativity led to slight 

increases in RNA production at higher dimer cooperativity in the outer layers. Dimer 

cooperativity on the other hand tended to push the inner layers down while leaving the 

outer layers more elevated. Like the non feedback model the feedback model sees the 

monomeric cooperativity affecting the levels of production while the dimeric cooperativity 

affects the shape of the graph.  
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Fig. 2.12. Independent perturbations of the monomer or dimer cooperativity. 
The effect of changes in monomer cooperativity (from 1 to 0.005) and dimer cooperativity (from 1 to 
0.05) on CLV3 activation. The direction of the arrows indicate an increase in cooperativity. The result for 
each combination of monomer and dimer cooperativity value is represented by the graph at their 
intersection. The individual graphs represent the CLV3 activation in different cell layers (L1 to L7) of 
simulated SAMs under the cooperativity levels noted for each simulation. The dots represent the values 
of the CLV3 signal for individual simulated cells.  
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Discussion 

The next step after laying out the behavior of the CLV3 CRM and the nature of the 

concentration dependent mechanism which controls its expression is to determine how it 

fits into the overall WUS/CLV3 signaling network and how the plant maintains the 

balance between all the interdependent species. Although the feedback model is still 

being refined and does not match up completely with preliminary experimental data it 

has still given a more complete picture about how WUS Species affect targets and are 

affected in a variety of mutant conditions.  

 

When comparing the CLV3 expression of mutants with less and less cis-elements (from 

WT to 970M to DM to 970i for example) the results are similar to the non feedback 

model with expression retreating to the inner layers (Fig. 2.2C). The major difference 

between the non feedback and feedback model is the lowering of the CLV3 species 

except in certain mutants such as 970M4 and 950i. What is observed in 970M4 may be 

signs of the system resetting where lower CLV3 leads to increased WUS which ends up 

at least partially restoring some CLV3 expression to a level higher than might be 

expected from the non feedback model.   

 

The increase in feedback model expression is seen in 950i which is an especially weak 

mutant and 970M4 which is an especially strong mutant. In 970M4 this is possibly due to 

the CLV3 reducing the excessively large amount of WUS that would otherwise reduce 

expression. In the case of 950i this mutant is so weak, WUS that would normally repress 

expression in other mutants becomes activating in the inner layers creating CLV3. The 

chain of events where CLV3 affects WUS which feeds back into an effect on CLV3 is the 
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mechanism by which resetting is believed to occur. However preliminary experimental 

results show resetting across all mutants in corresponding wet lab studies 

complementing clv3-2 mutants, so the model may need further adjustment to increase 

the strength of the effect.  

 

Perturbing the different species in the model mostly went as expected and showed the 

interaction pathways between the species working as designed. Lowering WUS RNA 

production lowered the concentration of all WUS species (Fig. 2.5). Increasing WUS 

Nuclear Export lowered CLV3 production in the outer layers (Fig. 2.7). In other cases the 

perturbation effects were more muted than expected. Adjusting WUS Nuclear/CLV3 

interaction for example had little change across all the species whether perturbing to 

1/2x or 2x (Fig 2.8).  It is possible that in the parameter space the range of perturbation 

for this particular parameter is not significant. For other parameters such as 2x increased 

WUS RNA production not leading to 2x WUS Cytoplasmic across all layers, this is due to 

other factors like the model parameters of the simulated SAM not having production in 

the outer layers. Perturbations have been only systematically carried out in wild-type so 

far but eventually mutant studies may allow more insight into how the species respond 

and contribute to the evolution of the system in non-WT situations.  

 

 

The contribution of cooperativity and by extension monomers and dimers to shaping 

expression appears to be the same between feedback and non feedback models. 

Though the RNA expression patterns in the feedback model are different, increasing 

monomer cooperativity leads to an increase in expression in both models. And 
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increasing dimer cooperativity, shapes the graph by pushing the inner layers down in 

relation to the outer layers. The role of monomers and dimers does not change which is 

expected as there wouldn’t be any reason for them to do so in the switch to the feedback 

system.  

 

The smaller than expected increase from increasing monomer cooperativity is probably 

due to the nature of the WUS gradient in the current system setup. In outer layers WUS 

is too diffuse under most conditions to support high expression, in the inner layers it is 

too densely concentrated. In effect there is too narrow of a window to see a more 

pronounced effect of monomer cooperativity across multiple layers.  

 

Methods 

The Coupled Model 

The feedback model can be seen as an extension of the non feedback model presented 

in Chp1. The CLV3 dynamics of the non feedback model was coupled to WUS dynamics 

which not only affect but are now affected by the CLV3 dynamics. Fig. 2.13 provides an 

overall schematic of the data flow of the model. The base data processing structure is 

carried over from an earlier model (1) but with new dynamics. The model can be divided 

into 4 major parts as annotated in the figure. In Fig. 2.13A, input from the commandline 

is read in and some initial setup functions are started. In Fig. 2.13B, the model file which 

contains the vast majority of the information about the species, reactions, and parameter 

values which define the simulation as well as the Init file which defines the initial state of 

the cells in the simulation are read in. Fig. 2.13C involves the setup of the numerical 

solver which handles the updating of the cell states throughout the running of the 
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simulation as well as reading in the parameter file with parameters for the solver. Fig. 

2.13D, contains the setup for and the main simulation loop which is where the simulation 

runs its time course. Finally output to the results file and printing out debug information 

takes place during and after the simulation loop. Simulations are run for the same time 

as the non feedback model. 

 

 
 
 
 
   . 
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Fig. 2.13. Data flow outline of the Feedback Model  
Programmatic diagram of the feedback model. (A) Initial set up of the model functions. (B) Loading the 
main model parameters and initial values of the system. (C) Setting up the numerical solver and loading 
the solver parameters. (D) Running the simulation loop and generating output. 
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The Protein and RNA dynamics of the simulation evolve in a deterministic stepwise 

manner over a predetermined time. The dynamics are controlled by a set of ODEs for 

each species tracked in the simulation and are shown in Fig. 2.14. The equations and by 

extension the behavior of each of the species are controlled by the species variables 

and a set of parameters as shown in Fig. 2.15. The ODEs update the species 

concentration at each time step evolving the concentrations in the cells over the 

simulation. The system tracks several species. These are as follows.  

 

  WUSRNA: Represents the transcribed RNA of the WUS gene. The equation of 

WUSRNA is created and decayed by the terms indicated in Fig 2.14. Generation is 

limited to a region in the interior of the SAM bounded by underL1Thickness and 

WUSRNAbarrier on the z axis and wusRNASourceWidth on the x/y axis. WUSRNA is 

necessary to generate WUS protein. 

  WUS Protein: WUS protein is generated in the cytoplasm of simulated cells. WUS 

protein comes in two forms which are tracked as separate species.  WUSNuc and 

WUSCyto. 

  WusNuc: WUSNuc represents the fraction of WUS protein confined to the nucleus of 

the cell and capable of directly interacting with the DNA of the target CLV3. WUSNuc is 

imported from the cytoplasmic WUS, decays, and can be exported back out into the 

cytoplasm. WUSNuc affects the production of CLV3 and WUSCyto by being exported. 

WUSNuc export is modified in cells greater than 7.5 units away from the central base of 

the SAM. 

  WUSCyto: WUSCyto is the fraction of WUS protein located in the cytoplasm of the cell. 

It is the protein that is directly produced from the WUSRNA species. It cannot affect 
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CLV3 directly but can be exported to surrounding cells. WusCyto is produced through 

WUSRNA and decays. WusCyto influences WusNuc by being imported to the nucleus.   

  CLV3RNA: CLV3 RNA represents the RNA of the CLV3 gene. It is produced in a 

cylindrical region governed on the x and y axis by clv3sourcewidth and on the z-axis by 

clv3 barrier. Its production is controlled stochastically and influenced by nuclear WUS 

and it also decays. CLV3RNA influences the production of the species CLV3Peptide  

  CLV3Peptide: This species represents the CLV3 peptide in the system. CLV3 affects 

both the production of WUSRNA and the export of WUSCyto. CLV3 production is 

modified if it is in layers other than L1.  

The feedback system also implements the CK effector of WUS through the species. CK 

ligand, CK receptor, and CK complex.  

  CK ligand: The CK ligand influences the production of the CK complex along with the 

CK receptor by binding together. It is produced in a spherical region defined by 

ckLIProdDiameter. 

CK receptor: The CK receptor is an effector field that occupies a spherical region defined 

by ckRISourceDiameter. It combines with CK ligand to create the CK complex. 

  CK complex: CK complex represents the portion of the CK system which actively 

influences WUS. IE cytokinin interacting with one of its receptors. It is created from and 

decays back to CK ligand and receptor. CK complex influences the degradation of 

cytoplasmic WUS. 
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Fig. 2.14. Equation system of the Feedback Model. 
Equations for the simulated species of the feedback model. (A) WUS RNA equations (B) WUS 
Cytoplasmic equations. (C) WUS Nuclear equations (D) CK Ligand equations. (E) CK Complex 
equations (F) CK Receptor equations. (G) CLV3 Peptide equations. (H) CLV3 RNA equations. 
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Fig. 2.15. Equation parameters of the Feedback Model. 
Equation parameters for the simulated species of the feedback model in the WT configuration. (A) WUS 
RNA parameters (B) WUS Nuclear parameters. (C) WUS Cytoplasmic parameters (D) CK Ligand 
parameters. (E) CK Complex parameters (F) CK Receptor parameters. (G) CLV3 Peptide parameters. 
(H) CLV3 RNA parameters. 
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Stochastic Simulation 

In concert with the ODE protein and RNA system the second part of the simulation is the 

stochastic subcellular dynamics modeling the interaction between CLV3 DNA and WUS 

protein. This is contained within the reactions.derivs portion of the main simulation loop 

highlighted in yellow (Fig. 2.14D). 

 

The overall subcellular portion of the simulation is depicted in Fig. 2.16. For clarity this is 

described in 3 portions. In the first portion Fig. 2.16A; setup for the subcellular loop takes 

place. In Fig. 2.16B, the event possibilities and timestep are generated and one event 

selected and the CRM is updated, in Fig. 2.16C, the cleanup steps after the loop is 

finished take place.  

 

The heart of the subcellular dynamics is the event selection process which is shown in 

Fig. 2.16B and diagrammed conceptually in Fig. 2.17. As diagrammed, the CRM sites 

are evaluated based on their status. Either Empty: 0, monomer occupied: 1, or dimer 

occupied: 2. Depending on this, a different possible set of events are generated as 

depicted in Fig. 2.17. A random value is generated to select an event from the set which 

is then used to update the CRM. In a similar fashion the timestep size is updated based 

on the probability information. The end result is the CRM occupancy evolving over the 

simulation time.  
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Fig. 2.16. Data flow outline of the stochastic simulation loop. 
Programmatic outline of the stochastic portion of the feedback model.  (A) Setup of the stochastic 
functions. (B) Main stochastic loop. (C) Data generation and cleanup 
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The ODE and subcellular model are connected and run atop the SAM lattice as shown in 

Fig 2.18. The simulation moves from cell to cell updating the different species via the 

ODE model and updating CLV3 RNA via the subcellular model.  

 

Mutants and Results Plots 

The same CRM mutants used in Chp1 are used in the feedback model simulations. As 

before, WT is a whole CRM with all cis-elements, ‘m’ mutants like 970m and 950m have 

one cis-element removed (970 and 950 respectively), 970M4 has a special high affinity 

970 site, and intrinsic ‘i’ mutants like 970i and 950i are mutants with all but one cis-

Fig. 2.17. Conceptual outline of stochastic event selection. 
The sites of the CRM are evaluated and based on their states, event probabilities are generated. Empty 
sites can bind a monomer. Monomer occupied sites can unbind, bind and transform into dimer, or recruit 
a polymerase. Dimer occupied sites can unbind and transform into a monomer. The event probabilities 
are summed and a random value is used to select the event that occurs.  
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element removed (970 and 950 respectively). CLV3null is a mutant with CLV3 peptide 

production disabled.  

Results graphs (Fig 2.2-12) for the different species have expression or 

dimerization/monomerization amount on the y axis and SAM layer on the x axis. The 

graphs track cells in the central portion of the SAM. Specifically every cell within 2.5 

units of the center of the SAM when viewing it from the top where 8.5 units would be the 

length to the edge.  

 
 

 
   

 

 

Fig. 2.18. Components of the Coupled Feedback Model.  
The coupled feedback model consists of the simulated SAM tissue lattice. The ODE portion which drives 
the dynamics of the proteins and RNA. And the subcellular stochastic WUS/CLV3 DNA binding portion.  
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Perturbations 

Perturbations to the model can be introduced simply by changing the values in the 

model, init, or solver parameter file which controls most of the parameters in the 

simulation.  
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Chapter 3: The Structure of WUS Target Regions 

 

Abstract 

The landscape and structure of WUS targets was examined with a combination of 

experimental and computational techniques. Chromatin Immunoprecipitation (ChIP) was 

used to measure the binding of WUS and the openness of chromatin around the CLV3 

locus. It was found that WUS binding increased on treatment with dexamethasone 

bringing more WUS into the nucleus. Treatment with leptomycin B decreased the 

openness of chromatin which varied across the locus, perhaps through the retaining of 

histone deacetylases (HDACs) in the nucleus. Chromatin conformation capture (3C) 

suggested the 3’ CRM1 region of CLV3 contacted sequences close to it on the 3’ end of 

the gene and had other lesser peaks of interaction across the locus. Electromobility shift 

assays (EMSA)s showed that the CRM2 and CRM3 WUS interaction clusters in CLV3 

had distinct binding affinities and interaction with WUS of generally lower affinity than 

CRM1 but distinct from each other. Computational analysis of WUS targets showed 

similarities in structure between downregulated and upregulated genes in the areas of 

motif numbers, size, and location relative to the gene. On the other hand, they also 

showed increased suitability for WUS binding in the gene body itself relative to areas 

immediately outside the gene.  

 

Introduction 

As a transcription factor WUS exerts its effect by altering the expression of gene targets. 

WUS has been found to bind across the genome and has many  targets (1). The effect 

on these targets appears to differ individually, some being downregulated and others 

being upregulated to different degrees (1). The binding site of WUS on the CLV3 gene is 
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not a simple singular binding motif but the CRM which is an array of motifs/cis-elements 

(2) It appears that WUS interacts with its targets in a more complex manner than simpler 

paradigms of TF behavior such as the French Flag model could account for (3). In order 

to untangle the behavior of this mechanism and more fully understand how WUS directs 

its control this study can focus on breaking down the fundamental parts of what is 

already known about what the WUS/CLV3 circuit and what goes into defining a TF and 

how it affects and is in turn affected by the chromatin landscape around it (4). 

 

One of the most fundamental aspects of a TF is what motifs it binds too.  Motifs are 

specific characteristic sequences that can be recognized by TFs. Motifs combined 

together can create larger binding sites that give fine tuned control to the organism to 

dictate expression in a variety of contexts (5). For WUS, specifically it is believed to 

directly interact with cis-elements which contain what are known as TAAT cores which 

are nucleotide sequences of TAAT/ATTA and slight variations. These cis-elements form 

larger CRMs which form the core regions of binding sites in CLV3 and presumably other 

targets (6). 

  

 

In addition to motifs in the DNA sequence, findings from other studies show the 

importance of other aspects of the chromatin landscape in controlling interaction (7). 

These include the epigenome and 3D structure which encompass characteristics of the 

genome beyond the nucleotide bases such as the openness of the chromatin and the 

interactions regions get from other looping distant sequences. Expression of genes is a 

highly complex and coordinated system bringing together many different mechanisms. 
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Bringing the contribution of the epigenome and other aspects of the chromatin 

landscape into the context of the WUS/CLV3 network will go far in showing how CRM 

based expression and WUS differs or is similar to other mechanisms and TFs (8). 

 

 Combined strategy to investigate target landscape 

Several techniques were used to quantify the characteristics of WUS target genes, 

primarily CLV3 but other targets were also examined. Experimental assays combined 

with computational techniques were used to study the genomic and epigenomic 

landscape of these targets. CLV3 has long been used as a presumed canonical model 

for what a WUS target gene should look and behave as (2). The objective of these 

studies was not only to provide more insight into CLV3 but also to generalize the 

information known about WUS targets to other genes.    

 

ChIP and 3C analysis of CLV3 

Chromatin Immunoprecipitation (ChIP) (9) was used extensively to map patterns of 

binding around CLV3 and to improve previous data. WUS ChIP was conducted several 

times to measure WUS binding in target regions in mock and dexamethasone (Dex) 

treated tissue which allowed WUS/glucocorticoid receptor (GR) fusions to be localized to 

the nucleus. Antibodies against WUS itself and against GFP were employed and data for 

CLV3 was quantified via PCR, sqPCR, and qPCR. Openness of the chromatin, which 

could play a major role in protein accessibility and by extension gene activity, was 

measured using an anti-histone antibody specific for the H3K9ac acetylation marker, 

associated with open active chromatin (10). These studies will provide a useful pilot for 

future genomewide surveys of WUS binding. Rather than being a linear sequence, DNA 
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is a complex spatial structure of coils and spaced interacting regions which forms 

another layer of significant control beyond the sequence. The 3D structure or looping in 

the chromatin was investigated through the use of chromatin conformation capture (3C) 

which captures the interaction between one ‘bait’ region and a set of target regions (11). 

Electromobility Shift Assays (EMSA)s (12), measured the binding of supplemental CRMs 

CRM2 and CRM3 in the CLV3 gene to get a better idea of how they cooperate in binding 

along with the main CRM1.   

 

Bioinformatic analysis of WUS targets 

The characteristics of the sequence which make up WUS targets was investigated on a 

large group of WUS targets through computational means. A bioinformatic ‘fixed motif’ 

analysis scanning for TAAT cores/CRMlike clusters was performed on suspected 

upregulated and downregulated WUS target genes. This information was used to 

generate summary statistics concerning the properties of the cores and the differences 

between patterns in the different groups.  

 

In addition to this, a second strategy of data driven machine learning based analysis was 

used to examine the WUS target list to further tease out possible patterns. Rather than 

relying on fixed patterns, HMMs derive the binding targets to scan for based on training 

data, potentially removing the biases of preselecting sites and allowing for more complex 

binding sites to be tested for (13). 
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Results 

WUS binding to CLV3 increased when treating ap1cal WUS-GR tissue with 

dexamethasone. 

Binding of WUS was measured through a series of ChIP assays and then quantified 

either by PCR, sqPCR, or qPCR. The first WUS ChIP was with antibodies against WUS 

peptide sequence RERQKKRFNGTNMTC derived directly from animal blood aliquots 

and was quantified via PCR targeted toward the CLV3 locus. The assay was conducted 

at two temperatures 45C and 55C. Treatments were divided into Leaf tissue, Mock 

treated, and Dex treated SAM tissue. The tissue used was from ap1cal WUS-GR for 

Mock and Dex and ap1cal for Leaf treatment. As shown in Fig. 3.1A, bands were seen at 

45C and 55C. There was a strong band for the positive control of CLV3 construct 

plasmid, faint bands were seen for Leaf and Mock tissue (in 45C), and a stronger band 

was seen at Dex treated tissue.  

 

A second ChIP using purified antibodies toward the same locus as the previous run was 

quantified via PCR targeted toward the promoter and 3’ UTR region of CLV3 (Fig. 3.1B). 

In this instance both pulldowns and inputs for Mock and Dex were tested. For both 

regions strong positive control bands appeared. A strong band appeared for the Mock 

input for the promoter with a weak larger than expected band in the Dex pulldown. For 

the UTR, the Mock input showed a faint band of the expected size and a strong smaller 

band. Mock and Dex pulldowns also had faint bands but these are larger than expected 

and in the case of Dex a possible very weak band of expected size.  
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Fig. 3.1. PCR of WUS ChIP. 
(A) PCR of 1st ChIP utilizing bleed derived antibodies at 45C and 55C. H20 is PCR with water template, 
Pos is positive control of CLV3 plasmid. Mo is Mock, Le is Leaf, and De is Dex. (B) is PCR of 2nd ChIP 
utilizing purified antibodies for the CLV3 promoter and 3’ UTR region. Mi is Mock Input, Mp is Mock 
Pulldown, Di is Dex Input, Dp is Dex Pulldown, H2O is templateless negative control, and + is positive 
control of CLV3 plasmid.  
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QPCR captures increased WUS binding to CLV3 under Dex induction in ap1cal 

eGFP WUS-GR tissue.  
ChIP was also performed against GFP. The tissue treatment categories were; ap1cal 

Leaf and Mock treated and Dex treated ap1cal eGFP-WUS-GR SAMs. The ChIPs were 

then quantified through qPCR measuring pulldown percentage compared to input (Fig. 

3.2). In run 1; Leaf had the highest pulldown percentage at roughly 30% while Mock was 

9.3% and Dex was around 26%. Run 2 used an identical tissue set but different primers 

and had Leaf as the lowest pulldown at 4.7%, Mock intermediate at 43%, and Dex had 

the highest pulldown at 81% 

 

 

 
   
 

 
    
 

 

Fig. 3.2. Dex treatment leads to higher WUS accumulation on CLV3 
QPCR of the CLV3 region for anti-GFP ChIPped chromatin of ap1cal eGFP-WUS-GR tissue. 
Run 1 and Run 2. Pulldown percent compared to input is on the y axis. Treatment group is on the x axis.  
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Leptomycin treatment reduces acetylation in the CLV3 region 

ChIP was conducted on clv3-2 pWUS::eGFP tissue using antibodies against the H3K9ac 

histone mark correlating with open active DNA. The treatments were mock H20 treated 

and 20nM leptomycin treated SAMs harvested after 24hr from treatment. The tissue was 

subjected to qPCR with primers against the -1080, CRM1, CRM2, and CRM3 loci where 

the first is in the 5’ end of the gene and the rest are in the 3’ end respectively, and the 

ACTIN7 locus as a control. Two qPCR runs were performed as shown in Fig. 3.3. In Run 

1, fold enrichment, measured against an IgG negative control pulldown was consistently 

higher in all loci for Mock treated tissues with the difference vs Lep being more than 2x 

greater in the -1080, CRM1, and CRM3 loci. Mock was slightly higher in the CRM2 loci 

while both treatments are nearly identical for ACTIN7 (Fig. 3.3A). Run 2 also shows 

generally higher levels of fold change in Mock pulldowns vs Lep but the difference is 

much smaller. The difference in CRM1 is slightly larger than in ACTIN7. -1080 has a 

large difference while CRM2 and CRM3 are visually nearly identical (Fig 3.3B). 
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Fig. 3.3. Leptomycin treatment reduces H3K9ac marks on CLV3 regions. 
QPCR of the CLV3 region of anti-H3K9ac ChIPped chromatin. (A) Run 1; -1080, CRM1, CRM2, and 
CRM3 are regions on CLV3. ACTIN7 is a region on the ACTIN7 gene. Fold enrichment is on the y axis. 
Treatment group is on the x axis. (B) Run 2 
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The 3’ promoter region of CLV3 contacts sequence in close proximity. 

Chromatin looping and possible contact points in CLV3 were investigated through 

chromatin conformation capture (3C). The experimental groups were defined into 3 

broad categories. Mock treated and Dex treated ap1cal eGFP-WUS-GR tissue and 

pCLV3::LHG4/6XOP::WUS-NLS tissue. Dex tissue was used to examine looping formed 

under conditions of gene activation, the WUS-NLS tissue (which should accumulate 

more WUS in the nucleus) was used to study looping under repressive conditions and 

the Mock was for comparison to the Dex. The 3C procedure was performed with two 

different restriction enzymes yielding two different sets of fragments tested for interaction 

against the bait region. The DpnII set tests the 3’ bait region against 4 fragments shown 

in Fig 3.4A. The NlaIII set tests a smaller bait region also at the 3’ end against 13 

fragments (Fig. 3.4A). 

 

3C pulldowns were quantified in different ways. Through sqPCR which was then 

visualized on a gel and through qPCR that was quantified through raw Cq value 

(indicating the first qPCR cycle product is detected). 

 

3C interaction is displayed in Fig. 3.4B-C and is aligned with the maps in Fig. 3.4A. 

Overall the qPCRs of the Mock and Dex NlaIII data both show higher interaction at the 3’ 

UTR and 3’ end of the gene relative to the rest of CLV3 along with small peaks of higher 

local interaction across the rest of the gene. WUS-NLS qPCR has peaks of interaction 

around the same areas as those found in Dex but at lower levels. Dex interaction seems 

to be at the same level or higher than Mock (Fig. 3.4B). What patterns that can be seen 
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in the sqPCR also show higher interaction at the 3’ end of the gene with interaction 

elsewhere only sporadically attested (Fig. 3.4C).  

Local peaks of interaction are defined as having an interaction value higher than both 

the surrounding regions with the exception of regions on the margin. Dex NlaIII qPCR 

had peaks of interaction (relative to surrounding regions) around N13, N9, N7, and N2. 

Dex DpnII had peaks in the D3 and the D1 fragments.   

 

For Mock, NlaIII peaks occurred around N11, N7, and N1. DpnII Mock peaks followed 

DpnII Dex peaks with slightly higher interaction. NlaIII WUS-NLS had peaks around N12, 

N11, N9, N7, and N2 (Fig. 3.4B). 
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Fig. 3.4. The 3’ region of CLV3 interacts across other regions of the gene. 
3C results for the CLV3 locus. (A) Schematic of the CLV3 locus and DpnII and NlaIII digest fragments.  
(B) qPCR of tissue. Cq value is on the y axis. Region on the x axis corresponds to the aligned region 
map in A. Green boxes corresponds to local activating condition peaks. Red boxes corresponds to 
local repressed conditions peaks (C) SqPCR results for Mock and Dex treatment. Numbers indicate 
qualitative assessment of band brightness. (higher is more)  
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Cis-elements of CRM2 and CRM3 have characteristic affinities and interaction 

patterns with WUS. 

A series of EMSA binding studies were used to measure the strength and pattern of 

binding in the CRM2 and CRM3 regions. The EMSAs tested CLV3 sequence containing 

the different CRM sites against full length (FL) WUS in increasing volumes from 0uL to 

16uL. The results shown in Fig. 3.5 showed distinctive characteristics for each cis-

element similar to but of generally lower affinity then the cis-elements of CRM1 in Chp1 

with increased shifting of bands with increasing WUS concentrations and different CRM 

sites showing different affinities and shift patterns.  For example, 1245 and 1186 of 

CRM2 start shifting before the others with 1245 appearing to skip over monomeric 

binding which others enter.  

 

The control 970 cis-element shifts almost completely to dimers by 16ul. For CRM3, S32 

and S31 show the greatest change between 12ul and 16ul with a proportion shifting to 

monomer and dimer bound. For CRM2, cis-element 1245 largely shifts by 12uL. 1233 

and 1213 shift to monomer/dimer and dimer significantly by 16ul respectively. 1186 

shifts to a mix of monomer and dimer at full 16ul concentration. CRM3 overall is weak 

compared to 970 and CRM2. A significant amount of protein for S32 and S31 remains 

unbound even at 16ul. 1245 appears to be strong, maybe the strongest in CRM2, 

although results are obscured by the probe sometimes getting stuck in the well. 1233 

appears to be a weak cis-element while 1213 and 1186 are stronger cis-elements.  
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Motif Analysis shows similarities between upregulated and downregulated WUS 

targets. 

Binding between WUS and its targets was further explored through computational 

means. Here two general strategies were employed. The first scanned for clusters of the 

TAAT core motif/CRMlike clusters in a set of WUS targets and gathered different 

statistics (Fig. 3.6). This is called the ‘fixed motif’ approach. The number of clusters, the 

cluster size, and the cluster locations were quantified for upregulated and downregulated 

genes. For the number of TAAT clusters both up and downregulated genes varied along 

similar distributions peaking at 3 clusters per gene with very few above 10. TAAT cluster 

size for both down regulated and upregulated genes started around 13 nucleotides and 

went up to 40 nucleotides with similar distributions for both except for minor differences 

such as a peak around 26 for downregulated. Cluster location was measured by dividing 

the area within and around the gene into 9 parts. The first three being 1kb segments of a 

three kb interval before the gene at the 5’ end. The next four segments are the 

transcribed gene/gene body divided into quarters. And the last two segments are a 2 kb 

Fig. 3.5. CRM2 and CRM3 cis elements have distinct interaction patterns with WUS 
EMSAs of CRM2 and CRM3 cis-elements vs WUS full length protein. EMSAs listed by volume of WUS 
FL protein used to treat them from 0ul to 16uL. The order of cis-elements in each EMSA is 1186, 1213, 
1233, and 1245  for CRM2, S31 and S32 for CRM3, and 970 for CRM1. 
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stretch (1kb each) at the 3’ end of the gene. Here again the distribution between 

downregulated and upregulated genes are similar except for a slightly higher bias toward 

the 5’ end for downregulated.  

 

 

 
 
   
 

 

The WUS target list used for fixed motif analysis, was also analyzed via an HMM 

machine learning based approach which was trained on ChIPseq data to differentiate 

between highly bound and lightly bound WUS regions. This strategy relies on developing 

two HMM models for highly bound and lightly bound regions based on cis-element 

structure. Novel sequences can then be run though these models using the forward 

algorithm which yields probabilities they were generated by the model. The sequence is 

then classified as the model with the highest probability. More details about this 

approach are available in Methods. Using this strategy, a small test on novel ChipSeq 

Fig. 3.6. Motif scanning shows similarities between downregulated and upregulated WUS targets. 
Fixed motif analysis of WUS targets. First Row: Downregulated statistics: Count on y axis. (A) Number 
of clusters per target, (B) cluster size, and (C) cluster location on x axis. Second row: Upregulated 
statistics. (D) Number of clusters per target. (E) cluster size (F) cluster location. 
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data outside the training set revealed it was capable of 90% accuracy in classification 

between the two groups (unpublished data). The strategy was then used for the target 

list.  

 

Like the fixed motif analysis, several statistics were also quantified between upregulated 

and downregulated genes. The down regulated and upregulated gene lists were used to 

generate 3 different lists each. One for the transcript region/gene body of the target and 

its 5’ and 3’ ends which were 1kb regions outside the gene boundary.  

 

  These 6 lists were fed into the HMM to classify them as lightly bound and highly bound 

regions. The results were plotted by bar graph (Fig. 3.7A). The downregulated and 

upregulated genes both had gene bodies which were more likely to be classified as 

highly WUS bound. And both had margins on the 5’ and 3’ end that were more likely to 

be classified as lightly bound.  

 

The now 12 classified lists (divided by highly bound and low bound classified) were then 

analyzed for strength/conformity which corresponds to how well they fit with the HMM 

model of the sequence type they were classified as. Again, the theme was upregulated 

and downregulated genes were similar to each other in conformity patterns for all 

regions. For both down and upregulated genes and high and low binding sets, the 

conformity of the sequences for both the 3’ and 5’ ends cluster around the same value. 

For the gene bodies, conformity distribution is the same across the categories with a 

slight bias toward weaker conformity (Fig 3.7B). 
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Finally, for each of the 6 lists of sequences classified as highly WUS bound. 

(Upregulated: 5’, Gene body, 3’ and Downregulated: 5’, Gene body, 3’). The gene 

identifiers of the 48-50 strongest/most conformist sequences were put through 

PANTHER GO-Slim analysis at go.pantherdb.org to see which types of molecular 

pathways were represented. For upregulated genes which were classed as highly WUS 

bound, the function of catalytic activity dominated for both the gene body and the 

margins. For downregulated highly WUS bound targets, binding, catalytic activity, and 

ATP dependent activity were strongly represented (Fig. 3.7C). 
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Fig. 3.7. HMM analysis of WUS targets 
(A) Binding vs Nonbinding regions found. First Row: Downregulated targets. Second Row: Upregulated 
targets. Column 1: 5’ End. Column 2: Gene body. Column 3: 3’ End. (B) Conformity of sequences to 
model. Row 1-2 Downregulated targets. Row 3-4: Upregulated targets. (C)GO analysis of Molecular 
function. Row 1: Downregulated targets. Row 2: Upregulated targets.  
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Discussion 

By interrogation of the epigenomic neighborhood around CLV3, more detailed data can 

be gathered to fill in the context in which WUS interacts with CLV3. Progress has even 

started on extending these findings to other WUS targets.  

 

Several antibody trials were run to test different strategies for ChIPing WUS targets. 

Both direct WUS and anti-GFP antibodies seem to function adequately with binding 

increasing from Leaf to Mock to Dex, some variability perhaps coming from primer 

choice. In future experiments scaling up the procedure to ChIPseq anti-GFP antibody 

may be a more suitable choice as it is easier to obtain and standardized and as a bonus 

the marker in eGFP-WUS-GR plants is a good way to quality control for suitable tissue.  

 

In addition, the first steps have been taken to begin to collect info about the 3D structure 

of target regions and how it is controlled and varies under different conditions. Openness 

of the chromatin varied from region to region of CLV3. Leptomycin treatment which shuts 

off nuclear export appears to lead to a marked reduction in acetylation and by extension 

a reduction in the openness of the chromatin. This is perhaps an effect of leptomycin 

preventing the export of important HDACs (14). Comparing the binding sites leads to 

other possibly interesting observations. CRM2 has less acetylation than other sites, 

indicating it is less open and less involved with the machinery for WUS mediated CLV3 

expression.  CRM1 and CRM3 have high levels of acetylation while -1080 has slightly 

lower. CRM1 makes sense as having the highest acetylation since it is the primary CRM 

and expected to be heavily involved with WUS. CRM3 is harder to explain but perhaps it 

also is contacted more than expected by WUS.  
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Preliminary results show a complex looping arrangement across CLV3 which varies 

under different conditions. But with some distinct patterns. 3C shows the greatest 

amount of looping interaction at 3’ near CRM1. Local interaction peaks are dotted across 

the gene. These peaks tend to occur in the same place across conditions. Dex appears 

to have greater interaction than Mock (at least for NlaIII 3C) which seems to indicate 

more looping occurs under activating conditions. Both are greater than looping under 

repressive conditions measured under WUS-NLS. It makes sense that activating 

conditions would have more looping as more transcriptional machinery could come into 

the site from other sequences during times of high activity. On the other hand, during 

repression less activity and thus looping would be expected. While some tentative data 

points may be drawn from these results, the DpnII data set was of lower resolution than 

the NlaIII set so for additional confirmation in the future the locus can be tested with 

different restriction enzymes generating more testable fragments, different primer sets 

can be vetted for similar efficiencies and used. Additional experimental replicates should 

also be conducted to confirm the results.  

 

The results of the CRM2/CRM3 EMSAs follows along with the findings in Chp1 for 

CRM1. Each of the cis-elements has their own particular binding affinity and pattern and 

these differences potentially play a role in how they collectively interact with and control 

WUS and other transcriptional machinery. It may be that for these regions the relatively 

stronger cis-elements work together with the weaker ones in a similar way to how 970 

works with weak cis-elements in CRM1 where it is the major interaction site with WUS 

and the other cis-elements play supplementary roles. As CRM2 and CRM3 themselves 

are subordinate in role and of overall weaker affinity than CRM1 (unpublished data) the 
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balance between the strong and weak cis-elements in this module probably does not 

affect the expression distribution in the same way but the relationship between the cis-

elements within the CRMs still can be similar.  CRM3 appears to be weakly binding 

overall compared to CRM2. This may be a bit surprising seeing how the histone analysis 

indicated that the chromatin around CRM3 was more open than CRM2. One might 

expect regions set up to be more active might have greater affinity but perhaps 

regulation is a bit more complex. Or it may be due to size differences between the 

CRMs.  

 

Bioinformatic analysis helped to expand data on WUS targets outside of the CLV3 locus 

and generalize it.  Fixed motif analysis found that TAAT clusters follow very similar 

patterns in upregulated and downregulated WUS target genes. The number of clusters 

per gene in each group was similar and peaks at 3 and the size of clusters have the 

same distribution in both. While potentially coincidental, 3 cis-elements is around the 

ballpark for the number of CRMs in targets where they are known. And this is possibly a 

sign of how CRMs among targets are similar. In terms of differences that could be found, 

more clusters seemed to appear in the margins per bin than the gene body. While this 

may be reflective of regulatory regions in the margin, care must be taken when 

comparing the margins and the gene body directly as they are divided up in different 

fashions as explained in Methods. While this analysis may be able to narrow down 

interesting sites similar to the CLV3 CRMs, this should be combined with other 

techniques to confirm their biological relevance. 

 



 

                                                               134 

Unlike the fixed motif analysis, HMM analysis can at least theoretically more directly 

extrapolate whether there is WUS binding from sequences rather than rely on the 

substitute measure of cluster properties. Like the fixed motif scan, HMM analysis 

showed great overall similarity in the patterns between downregulated and upregulated 

targets. The binding enrichment patterns and strength/conformity of the sequences was 

largely the same in the 5’ region, the gene body, and 3’ region between the two groups.  

 

There was greater variability of strength of the sequences in the gene body compared to 

the margins although this is likely due to the variability of length of the gene bodies of the 

different targets.  

 

However, the analysis also showed gene bodies were much more likely to be highly 

WUS bound, whereas the margins had lower numbers of WUS binding sequences. By 

being able to independently, if indirectly, distinguish between transcribed genes 

identified through other means and margin sequences, this algorithm shows promise as 

a way to computationally identify other binding regions and perhaps even zero in on 

biologically relevant WUS target sequences. It also provides more possible evidence of 

the importance of the TAAT motifs/CRMs and associated spacing structure in defining 

the binding regions. This data would appear to clash with finding more clusters at the 

margins although perhaps number of clusters and WUS binding aren’t always linearly 

related. Or it could be a limitation of one or both of the algorithms. In the end, 

comparisons should be considered carefully as relating the fixed motif cluster detection 

directly with the HMM classification is problematic as the algorithm for each, particularly 

how they divide the sequence varies significantly. 
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GO terms for both downregulated and upregulated genes which were highly bound 

overlapped, suggesting less bias between biological functions WUS preferentially 

upregulates or downregulates.  

 

All in all the structural similarity between the WUS downregulated and upregulated 

targets suggest WUS binds in a similar fashion to both upregulated and downregulated 

genes. Perhaps the fact that the model found such similarities would indicate that many 

of these WUS targets may also be switchable just like CLV3 in certain circumstances.  

 

Methods 

ChIP 

CHIP was conducted according to the method presented in (16) and also with the 

EpiquikTM plant ChIP kit for the histone ChIP procedure. Arabidopsis tissue preparation 

consisted of harvesting tissue of 6-week-old plants and deep freezing with liquid 

nitrogen. The tissue was then stored at -80C and ground when needed before 

formaldehyde fixation at 1% formaldehyde for 10 mins. The ChIP procedure then 

continued on as outlined in the relevant protocol. ChIP DNA was then quantified by 

regular PCR where the products were visualized in agarose gel after a set number of 

cycles, sqPCR where bands were visualized in agarose at a series of increasing cycles, 

and finally qPCR, where the products were measured every cycle using the BioRad 

CFX96 machine. Afterward the qPCR was quantified via input percentage for the anti-

GFP Wus-ChIP and fold enrichment vs a negative IgG control for the histone ChIP. 

WUS/GFP ChIP was divided into treatments Mock and Dex where the SAMs were 
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treated with either (1ul/5mL) silwet/water or (1ul/5mL) silwet/water with 10uM 

dexamethasone for 5hr and leaf tissue from untreated plants. The histone ChIP was 

divided into 2 treatments, Mock and Lep, where mock was treated with silwet/water 

(1ul/6.02ml) or leptomycin with 20nM leptomycin B with the same amount of silwet for 

24hr. Clv3-2 pWUS::eGFP-WUS tissue was used for the histone ChIP. While ap1cal 

was used for Leaf treatment and ap1cal1 WUS-GR and ap1cal eGFP-WUS-GR was 

used for the Dex and Mock WUS and GFP ChIPs respectively.  

 

3C 

The 3C procedure was carried out based on (17) and (16) with frozen ap1cal eGFP-

WUS-GR Arabidopsis SAM tissue crushed and incubated in nuclear extraction buffer 

with 1% formaldehyde for 10 mins and quenched with 2M glycine. Two restriction 

enzymes, DpnII and NlaIII were used, giving rise to two different sets of bait and target 

fragments to measure interaction between. The bait and target fragments for each set 

are shown in Fig. 3.4A. The DpnII set tests the 3’ bait region against 4 fragments. They 

are from 3’ to 5’, D1-D4. D1 is in the gene region, the 5’ UTR, and the 5’ promoter. 

Regions D2-D4 are in the 5’ promoter and further in the 5’ direction respectively. The 

NlaIII set tests a bait region at the 3’ end against 13 fragments. They are from 3’ to 5’ 

N1- N13. N1 falls in the 3’ UTR region, N2 in the 3’ UTR and gene region. N3-N7 fall into 

the gene region. N8 spans the gene region, 5’ UTR, and the 5’ promoter. N9-N13 are 

located in the 5’ promoter region.  

 

The experiment was further categorized by treatment and tissue type. The ap1cal1 

eGFP-WUS-GR tissue was divided between Mock and Dex fixed similarly to the ChIP 



 

                                                               137 

treatments. pCLV3::LHG4/6XOP::WUS-NLS tissue was also used for NlaIII. The DNA 

was taken through the 3C protocol referenced above and digested, ligated, and purified. 

It was then quantified through both sqPCR and qPCR. Interaction for sqPCR was based 

on band brightness at the last cycle. QPCR interaction was measured through the Cq 

value, which indicates the first qPCR cycle with detectable product, lower roughly 

corresponding to more interaction. This y scale was inverted in the graph so higher 

interaction would be higher visually (Fig. 3.4B). 

 

Antibodies used as well as primers for ChIP analysis and the 3C bait and target primers 

are shown below (Fig. 3.8). 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
            



 

                                                               138 

WUS ChIP: Anti-WUS  

WUS Chip 1+2  

Antibody  

AB WUS 95aa (Antibody 1) Target aa 
RERQKKRFNGTNMTC  

Wus Binding Location 94-127 
RERQKKRFNGTNMT  

Other Binding:  

wox transport RERQKKRF  

  

Primers  

  

WUS chIP 1:SqPCR  

1642 
AAGGGTGGGCGCGCCGACCCAGCTTTCTT
G 

2810 TTGCCGGCGCCGTATCGAG 

WUS ChiP 2 SQPCR:  

Promoter:  

1787 
TCACTATTGTTGAGAACGTTGGCCTATAGT
GAGTCGTATTACGC 
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2813 AGAGTATCAAATCAATGGCAA 

3’ UTR:  

1788 
CGACGTGAATTCTAAGATCGTCTCGCATA
CACTG 

2829 CCCTCCAATGGATCCTCG 

WUS ChiP 3 anti-GFP  

  

Antibody  

ABCAM ab290  

Primers  

Run1 4/19  

1788 
CGACGTGAATTCTAAGATCGTCTCGCATA
CACTG 

3662 GTTTAATTGTGACTATCACATCC 

Run2 5/19  

2729 TTTGACACTGACACTGCCTG 

3673 
ACGCGTAAAATTTATTAGTACGTTTTCAATT
GTC 

Histone ChIP  
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Antibody  

ABCAM ab10812  

  

Primers  

  

CRM1  

Forward primer CAAAGCAATGTACCGTTGGGA 

Reverse primer CCTGTCACTGCCCCAAAGTC 

Product length 167 

  

CRM2  

Forward primer TGCAAATTGAATGGTGGAGGAG 

Reverse primer TCGCCAGTGTCACATCTCAA 

Product length 193 

  

CRM3 primer  

Forward primer ACGTCACCACTTTTCCCACC 
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Reverse primer TGACATTGGAGGAACGAAAGAAAT 

Product length 180 

  

-1080 Primer  

Forward primer CGTATGATCGGACGGCTGTG 

Reverse primer GGCTGATGTCATGAGGCAGAG 

Product length 94 

  

Actin7 Control  

Forward primer CGTTTCGCTTTCCTTAGTGTTAGCT 

Reverse primer AGCGAACGGATCTAGAGACTCACCTTG 

Product Length: 134 

  

  

 

 

CLV3 3C  
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Primers  

DpnII  

  

CLV3_2_3pBait AAACAATCAAACAAAAAGGAACAGAGGG 

CLV3_n144_5pP2F4 D2 TTTGTCCTAAACGTGTATCATAGTT 

CLV3_CDS_5pP4F1 D1 AGAGAGAGTGAGACCAGAAGCATCA 

CLV3_n1573_n1204P1 D4 TGAATTCAACACCACCATACTGCT 

1783 D3 GTATCGAGGGTACCATCGGCTGATGTC 

  

NlaIII  

Nbait ACTTGCTTTGGAATCGTATGACA 

NTF0 N1 CACTTCAGCAACAAACGTAATGC 

NTF1 N2 AGGTCAAGGGAGCTGAAAGT 

NTF1p5 N3 ATGATGGTGCAACGGGTCAG 

NTF2S N4 CTCGTGACAACTAAAGCAATGA 

NTF3S N5 GCGGTTGGAAAGTCCTTGAAC 

NTF4Hand N6 GAGCTTGAGTGAGATCTGGTGAAAT 
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NTF5S N7 AGACATATAGAGGAGTGAAAGAGAGAG 

NTF6Hand N8 GCCTACAAGGGCGAGAAATG 

NTF7S N9 AGTTGTATAAAACGGCAGGGGT 

NTF8Hand N10 GGCACCGGCACATACTCTAATATAT 

NTF9S N11 TGGATTATATGAGCCTTGCCG 

NTF10S N12 TTTGGGCCAATAAGGTGCCA 

NTF11S N13 GGCCAACAATTTATTAGATCAGAAGAC 

NTF12S ACTGCCATATCGATCAGGTTTCT 

NTF13S ACTTGCACACTTTCATTTCTCCC 
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Fig. 3.8. List of ChIP and 3C antibodies and primers 
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EMSA  

EMSA was used to measure the binding behavior between WUS and various cis-

elements. The general procedure is to create a polyacrylamide gel and place it in the gel 

apparatus and prerun for 30 min at 175V. Mixtures of previously radioactively labeled 32P 

DNA probes corresponding to the tested cis-elements are mixed with varying 

concentrations of WUS protein then run on the gel for 90 mins at 175V. Afterwards the 

gel is placed in a developing cassette overnight and the film sheet is then imaged in the 

Typhoon 9410.  

 

Data for Computational Analysis  

Both the fixed motif analysis and the HMM analysis was used on microarray data from 

(1). This list consisted of genes believed to be significant WUS targets due to large 

changes in their expression level. Treatment with cycloheximide was used to ensure the 

genes were direct targets of WUS. These genes were arranged into downregulated and 

upregulated lists. The HMM model was also trained on previous unpublished WUS-

ChipSeq data.  

 

Fixed Motif Analysis 

Motifs in WUS target genes were investigated by examining the sequences for various 

fixed patterns of TAAT cores which can be seen as potential cis-elements. Data was 

collected using the following ruleset (version 101115) running on WUS target genes. 

ruleset: Select inverted or tandem repeat ATTA/TAAT with 2 TAAT/ATTA cores within 41 

bp. 
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Algorithm: 

For each gene on list 

1. Extract sequence to search (3000 upstream and 2000 downstream of CDS) 

2. Search for all TAATTAAT, ATTAATTA, TAATAT, and ATTATA motifs which are the 

"central motif" 

3. Take each found motif one at a time 

4. Take 41 bases before and 41 bases after the motif 

5. Search each side for ATTA/TAAT 

6. Take the two closet right side hits, the two closest left side, and the closet right and 

left side hits 

7. Measure the chain they form with the "central motif". 

8. Pick the shortest one and record its coordinates and sequence if it is less than 41 bp 

in length. 

9. Move to the next motif until all inverted/tandem repeats for the gene have been 

processed. 

10. move to the next gene.  

 

Three different summary statistics were collected from this data. The number of clusters 

per target gene, the size of these clusters, and the location of the clusters defined as a 

sequence of segments from 1-9 where the first three segments correspond to a 3kb 

region (1kb each) at the 5’ end of the gene, the next 4 are the 4 quarters of the gene 

body and the last two are in the 2kb region (1kb each) at the 3’ end of the gene.  
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HMM motif analysis  

In contrast to the previous fixed motif analysis, the HMM motif analysis, rather than 

looking for a predefined motif, is trained on existing data (specifically ChIPseq) and uses 

this to build an HMM model. This model can then be used to classify an unknown 

sequence input through the use of the aforementioned HMMs and the forward algorithm 

which uses the probabilities from these models to calculate the probability of generating 

a specific sequence and is outlined in (15). In this instance models were trained 

corresponding to a highly bound WUS sequence (enriched) and a lightly bound 

sequence (clear).  The HMM analysis operates as outlined below and visually in Fig. 3.9-

3.10. 

 

The model runs as follows 

 

1. Training data in the form of ChIPseq files are extracted and split into highly 

bound (enriched) and poorly bound (clear) coordinates.  

2. The coordinates are associated, using chromosome sequence files, into enriched 

and clear sequences. Enriched is defined as greater than 30 reads within a 

1000bp sequence and clear is defined as less than 7 reads.  

3. The enriched and clear sequences are translated into emission sequences 

suitable to be analyzed by the model. The emissions are cores defined as 

TAAT/ATTA motifs, miscores which are cores with single nucleotide differences, 

complex cores which are multiple cores 4 bases apart or less. Spacers; gaps 

between cores which are of sizes that are multiples of 10, and are 40 or less bp. 

And noise which are the rest of the emissions. 
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4. The states of High, Medium, and Low Core (corresponding core emission 

percentages out of all emissions, where High Core has greater than 5%, Medium 

Core has 5% to greater than 1% and Low Core is 1% or less.) sequences and 

their associated emission and transition probabilities are gathered from the 

training data.  

5. The HMM models for enriched and clear sequences are created and filled with 

the gathered information.  

6. The forward algorithm is used to calculate the probability of a given input 

sequence of unknown identity for both models. 

7. The sequence is classified as of the type of the model with the highest 

probability. 
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Fig. 3.9. Conceptual diagram of the HMM analysis process. Part I. 
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Fig. 3.10. Conceptual diagram of the HMM analysis process. Part II 



 

                                                               153 

The model results were then used to classify and create summary statistics for the same 

WUS target genes examined in the fixed motif scan. The lists of downregulated and 

upregulated genes were divided into 6 different lists. The upregulated and 

downregulated; 5’ end, gene body, and the 3’ end of the targets, where the 5’ and 3’ end 

were 1kb intervals outside the gene.  Three different main summary statistics were 

generated from these categories. The first counted the number of sequences predicted 

to be low bound or high bound. This yielded bar graph results of counts for each 

category, and 12 categories where the previous six lists were now split into low and high 

bound sequences.  

 

The second statistic is the ‘strength/conformity’ of the sequence which tested how 

closely it conforms to its classified HMM model. This is calculated by taking the 

probability the sequence is generated from the model using the forward algorithm. 

Because the probability number is very small the base 10 log is taken where higher 

corresponds to greater strength/conformity. This method was used to test the 12 

categories generated previously and generate a new set of histograms of counts 

showing the distribution of sequences based on conformity.  

 

 The third statistic tested the 48-50 strongest entries in each ‘highly bound’ category 

(Down and upregulated 5’, gene body, 3’) with the Panther GO-Slim molecular function 

test and counting the GO annotation hits.  
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Chapter 4: WUS and CLV3 Tissue Level Dynamics 

 

Abstract 

A series of genetic constructs and chemical treatments were used to study WUS and 

CLV3 dynamics on the tissue level. The box-B stemloop construct with CLV3 sequence 

was transformed into plants expressing the LambdaN protein to see if they would be 

suitable to quantify expression as an alternative to protein fusion techniques. But this did 

not generate any noticeable localized signal. Treating pCLV3::H2B-mYFP chromatin 

with trichostatin also did not lead to noticeably altered CLV3 signal. Attempts to measure 

diffusion of WUS yielded varying values perhaps as a result of microvibrations. 

Measuring the effect of dimeric WUS appeared to yield an association with lowered 

expression and altered organ phenotype. More evidence was gathered that HAIRY 

MERISTEM (HAM) proteins have an influence on the concentration dependent 

mechanism and by extension the distribution of WUS and expression of CLV3.  

 

Introduction 

 Signaling networks are highly complex and coordinated systems bringing together many 

different mechanisms and species to drive highly controlled pathways (1). These 

converge to lead to phenotypic patterns which become obvious on the tissue level which 

provides a convenient vantage point to study both WT and perturbed systems (2). One 

of the most effective straightforward strategies to study these systems is to employ 

tailored chemical treatments and genetic constructs with relevant markers and visualize 

the dynamics of these markers through confocal microscopy (3). This strategy was 
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applied to the study of the SAM signaling network investigating different aspects of the 

function and distribution of CLV3 and WUS.  

 

RNA stem loop based expression quantification 

Currently expression in the SAM system is being measured through methods such as 

GFP and YFP protein fusions (4). While offering some flexibility there are limitations to 

this strategy. Relying on a protein signal adds an additional layer of regulation between 

the expression and the marker. There may be a substantial time delay between 

expression and signal, regulation can affect the amount of protein generated vs the 

expression and the resolution, i.e., the precise amount of expression and its trends up 

and down at given time intervals can be poor (5). A possible solution to these issues is a 

signaling method which measures RNA expression more directly than using a protein 

with a fluorescent signal. The λN22 or LambdaN system was set up for use in measuring 

WUS interaction with the CLV3 target gene. LambdaN is an alternative to the more 

common MS2 tagging system (5) (6) which was used in this system unsuccessfully 

previously, that can potentially directly measure RNA expression. In the LambdaN 

system the gene in question is cloned with a box-B 15nt repeat sequence. The repeat 

sequence is transcribed as a stemloop that assembles with a 22AA LambdaN peptide 

fused with GFP produced constitutively in the system (6). By measuring the expression 

more directly and bypassing the additional step of generating a labeled protein after 

transcription, this strategy can solve the problems inherent in more traditional labeled 

protein approaches (5). Plants expressing LambdaN protein were transfected with 

constructs of pCLV3::box-B and examined under microscopy to determine if the new 

marker system would function in vivo in this system. 
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Effects of opening chromatin structure on expression 

As important as the raw sequence of the gene is the structure and conformation of the 

strand can also be of great importance (7). The 3D structure of chromatin of WUS 

targets is studied from a genetic and computational perspective in Chp2 but imaging 

studies can provide further data on the effect of chromatin structure on tissue level 

expression patterns (8). 

 

Trichostatin is a chemical which exerts a powerful effect on the structure of the 

chromatin by inhibiting histone deacetylases (HDACs). HDACs deacetylate histones 

which wrap the DNA leading to tighter binding (8).  Treatment with trichostatin effectively 

may loosen DNA binding leading to increased access for WUS and changes in activity 

for certain target genes (8). In order to measure this possible change; SAMs with the 

CLV3 marker pCLV3::H2B-mYFP, were treated with 10uM trichostatin and observed to 

see what would happen if the neighborhood around CLV3 was opened up. 

 

Effects of dimeric WUS 

In addition to CLV3, other investigations focused on WUS. As touched on in Chp1, WUS 

can bind target genes as a monomer or in multimeric form (9). In in vivo systems it is 

difficult to untangle the different forms and study them in isolation (9). A forced dimer 

(FD) is a set of two WUS proteins modified to be attached together through a hydrophilic 

linker which seeks to recreate the effect of dimeric WUS in an in vivo system without the 

inconvenience of the transient nature and concentration based factors affecting dimer 

formation that need to be overcome when dealing with a natural dimeric WUS. The 

artificial dimeric construct in addition to separating the effects of the dimer from 
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monomeric WUS and other forms allowed for a degree of control and could be cloned 

into different constructs to extract different data. The form investigated in detail was from 

the construct pWUS::FD, a forced dimer driven by a regular WUS promoter (Fig. 4.1). 

This would allow for observation of what effect the FD has in the absence of any other 

factors.  

 

 
 

 
 
Diffusion of WUS across the SAM 

The extent and speed of diffusion within cells, specifically of WUS in the SAM remain to 

be characterized. Diffusion can be an important factor in signaling throughout the SAM 

governing the travel and distribution of species. It helps set up the subsequent 

expression patterns seen for WUS and CLV3 as well as its effects on its downstream 

targets (10). Observed diffusion can be used to derive quantitative values for conditions 

indicative of different behaviors such as dimerization (11) and aid in constructing future 

simulations. The method used to measure diffusion was fluorescence correlation 

Fig. 4.1. Diagram of the Forced Dimer construct. 
WUS FD plasmid and protein product.  
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spectroscopy (FCS) specifically a version called raster image correlation spectroscopy 

(RICS) (12). In this method, plant tissue with genes encoding three different types of 

GFP were visualized over a period of time. These systems were Arabidopsis SAMs with 

free eGFP where the GFP protein alone was produced, WUS-eGFP, and eGFP-wus-

7�HOD2 or (�HOD7), a form of WUS which lacks the ability to dimerize due to the 

knockout of its homodimerization domain. Plants containing these constructs were 

grown and their SAMs were scanned under confocal microscopy in time courses.   

 

The resultant time datasets were then analyzed computationally. The RICS procedure 

first takes a point spread function value (PSF) and then compares images in the time 

series in order to measure the diffusion coefficient (D1) and collect data on how diffusion 

in the cell varies, and the behavior and formation of WUS complexes (12). 

 

Inducing pin phenotype in plants. 

In order to obtain an isolated SAM which is more easily mounted for side views for the 

diffusion assay data collection, a pin phenotype (which simulates the knockout of one or 

more of the PIN-FORMED (PIN) auxin transporters) (13) was induced into each of the 

different plant types through spraying twice daily with 100uM naphthylphthalamic acid 

(NPA) in 1ul/5mL silwet/H2O.  The three GFP background types used in the diffusion 

studies are also currently being crossed with pin1 plants to hopefully gain an 

intermediate pin phenotype between WT and the pin phenotype introduced by spraying.  
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Effect of HAM proteins on WUS Distribution 

HAIRY MERISTEM, (HAM) proteins are GRAS-domain transcription factors which 

interact with WUS protein as cofactors and are believed to play a role in governing its 

distribution across the SAM (14). In order to determine how the HAMs work together with 

WUS to gauge its distribution, several mutants were generated with different HAM genes 

knocked out and were visualized under confocal microscopy.  

 

Results 

Different chemical and genetic assays were performed to quantify different aspects of 

CLV3.  

 

LambdaN does not seem to interact with the box-B construct when attempting to 

make a working expression quantification system for CLV3 

The box-B repeat construct was transformed into several plants already expressing the 

LambdaN protein. The offspring were selected via antibiotic and visualized under 

confocal microscopy to see if there were any relevant changes. Several meristems were 

visualized, some of which are shown in Fig. 4.2. While spots containing LambdaN 

protein could be identified, (Fig. 4.2B) the patterns looked very similar to plants carrying 

the protein without the box-B construct (Fig. 4.2A) and there was no clearly visible shift 

in distribution to the central region of the meristem that would indicate that the box-B 

was interacting with the LambdaN protein as expected.  
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Opening chromatin through trichostatin treatment does not lead to a significant 

shift in CLV3 expression.  

pCLV3::H2B-mYFP plants were treated with trichostatin at a concentration of 10uM and 

left for 24hr (Fig. 4.3B). These treated plants were compared to a similarly DMSO 

treated set of plants (Fig 4.3A) and examined for any changes in distribution and 

expression across the tissue. Both groups appeared to express the marker H2B-mYFP 

at roughly the same level and pattern. 

 

Fig. 4.2. The box-B sequence does not have a noticeable effect on LambdaN protein distribution.  
(A) Confocal images of SAMs with LambdaN protein only. (B) meristems with LlambdaN transformed 
with box-B construct.The first two being SAMs and the last being a side view of a floral meristem. (A-B) 
white arrows indicate LambdaN-GFP-NLS protein 
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In tandem with CLV3, different properties of WUS and how it behaves in the wider 

context of the signaling network and the SAM were also investigated.  

 

Dimeric WUS leads to repressive phenotypes. 

The forced dimer was transformed into pCLV3::H2B-mYFP plants and examined visually 

and under confocal microscopy to quantify any changes in phenotype.  

 

The most extensively examined FD was the pWUS::FD construct under an LER or 

wus1-1 null background with a pCLV3::H2B-mYFP marker. The general physical 

phenotypes are shown in Fig. 4.4A. Compared to the regular LER plant shown in (6) 

plants transformed with FD showed a mix of phenotypes from stunted (1) to stringy (2) to 

Fig. 4.3. CLV3 expression is not significantly altered by trichostatin.  
(A) DMSO treated SAMs. (B) trichostatin treated SAMs. (A-B) White arrows indicate CLV3 expression 
pattern 
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WTlike (4) in general appearance. The floral organs of the FD transformed plants were 

examined in detail. (Fig. 4.4B) Compared to LER flowers (1) flowers of FD transformants 

often had a lower number of anthers and were more likely to have terminated SAMs (3, 

6) SAMs of FD transformants were also compared with WT plants for differences in 

CLV3 expression. (Fig. 4.4C) Compared to the WT first row in Fig 4.4C, the 

heterozygous FD transformant SAM in row 2 shows lower expression of CLV3 in all 

layers. For the wus1-1 background with FD transformant in the third row, a tiny bit of 

expression seems to be returning in the central zone in contrast to regular wus1-1.  
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Fig. 4.4. Dimeric WUS appears to introduce repressive and subnormal structural phenotypes.  
(A) Plant structure phenotypes from plants transformed with pWUS::FD  plasmid: 1. Stunted 2. Stringy. 
3. Stunted 4. Near Normal  5. wus1-1 null transformant. 6. WT LER. (B) Floral phenotypes of plants 
transformed with FD plasmid. 1. LER flower (control) 2. LER inflorescence (control) 3. FD flower. White 
arrow points to thickened style and reduced number of anthers. 4. FD inflorescence. 5. wus 1-1 
background FD flower. 6. FD terminated meristem. Arrow points to terminated meristem. (C ) Confocal 
imaging of expression of CLV3:H2B-mYFP LER plants meristems transformed with FD through the 
different meristem layers. Rows: plant lines. Columns: meristem layers.  First row: LER, Second row: FD 
line 19. Arrow points to reduced CLV3 expression. Third row: FD wus1-1 homozygous line 11.1 
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Measuring diffusion through RICS 

Diffusion of WUS in the SAM was investigated through a series of time trials where the 

tissue was visualized over time periods and the changes in fluorescence were 

quantified. The table of results is listed in Fig. 4.6 along with the PSF values from eGFP 

solutions. Several trials to calculate the dilution coefficient (D1) in um2/s were performed 

and are listed after the ‘Raster Image Correlation’ heading with their conditions as the 

three lefthand columns in Fig. 4.6. Trial 1 tested eGFP-WUS plants and show low D1 

ranging from 0.000002 to 0. Trial 2 tested eGFP-WUS plants that were treated with 

100uM NPA in order to develop pin mutant structures where the SAM juts out more 

prominently (Fig. 4.5) and can be more easily fixed for side views for more data 

collection. These show much greater D1 values ranging from 117 to 606. Trial 3 tested 

eGFP-WUS plants under different pixel dwell times and had D1 values mostly similar to 

Trial 2 ranging from 0.000035 to 805.  

 
 

 

 
 
 
 

Fig. 4.5. pin phenotypes after NPA treatment. 
pin phenotypes observed after treating eGFP-WUS and �HOD7 plants with NPA. 
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HAMs exert a powerful effect on WUS distribution and CLV3 expression 

The effect of HAM mutants on the distribution of WUS are quantified in Fig. 4.7. In Fig 

4.7A, A WT pWUS::eGFP-WUS in the first column is compared with various mutants 

where HAM1 and HAM2 are either fully or partially knocked out. Compared to the WT, 

WUS expression is barely or not seen at all for the mutants. In Fig. 4.7B, a 

pCLV3(970M4)::H2B-mYFP plant with intact HAM genes is compared with  ham1 -/-

Fig. 4.6. Raster Image Correlation Spectroscopy values. 
(A) Point spread function values from GFP solutions. (B-D) Diffusion coefficient values from different 
RICS trials. Trial conditions are indicated by right column alphanumeric value.  (E) Trial condition legend. 
Changed parameters indicates change from default values listed in topmost group condition.  
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/ham2 +/- mutants of the same plant. These consistently show strengthened CLV3 

expression over the SAM with fully intact HAM.  

 

 

 

 
Discussion 

Imaging studies are a powerful way to investigate the WUS/CLV3 SAM dynamics at the 

tissue level. Through these studies more information and supporting evidence has been 

gathered for systems such as the concentration dependent mechanism investigated in 

Chp1.  

 

Even though some of the imaging studies did not work as expected, data was still 

gathered about the possible properties and behavior of CLV3 and WUS in each case.  

 

The attempt to use the LambdaN system to measure expression appeared to not be 

successful. Although free LambdaN protein was seen throughout the meristems tested, 

Fig. 4.7: HAM protein exerts a strong influence on WUS distribution and CLV3 expression. 
(A) WUS distribution quantified through pWUS::eGFP-WUS marker. HAM genotypes are below images. 
(B) CLV3 distribution quantified through pCLV3(970M4)::H2B-mYFP.  
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there did not seem to be any significant hallmark that would indicate interaction with 

CLV3 transcripts. Perhaps the system does not work as the protein does not interact as 

expected with the box-B RNA stemloop. Perhaps something in the system prevents the 

box-B sequence from integrating into the genome after transformation due to the repeats 

which could have caused the plant to reject the gene while keeping the selective marker. 

In this case, a redesign of the vector, reducing repeats would possibly help. Attempts to 

use the similar MS2 system to measure CLV3 expression also failed, pointing to a 

possible underlying incompatibility with these systems when measuring CLV3.  

 

Treatment with trichostatin to open up the chromatin through HDAC inhibition and test 

increased WUS access, did not seem to have a specific pronounced effect on 

expression of the CLV3 gene. The open chromatin itself is just one component of 

increasing expression and chemical treatment may not have been enough to alter it 

specifically. There might be some feedback mechanism at play restricting expression 

from going out of control. The amount of trichostatin used can possibly be adjusted as 

the treatment may not have enough getting into the meristem to make a difference or the 

time between treatment and visualization may be too long and can be reduced.  

 

Attempts are ongoing to quantify diffusion of different forms of WUS through RICS 

analysis. This will among other things help quantify the effect of dimerization and 

visualize the concentration dependent mechanism in action as well as provide data for 

more accurate simulation studies. Current attempts have been thwarted by 

microvibrations that make collecting stable images at levels needed to track molecules 

difficult. Current measures of D1 in plants tend to have diffusion coefficients around the 
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100s of um/s which seems large compared to the diffusion coefficients of other proteins 

in plants (15) but additional work to create plants with less extreme pin1 phenotypes 

which can be more easily mounted and stabilized continues to confirm if the collected 

values are accurate or if better data can be collected.  

 

Analysis of WUS’s dimerization through the FD revealed some interesting properties 

which further bore out the repressive aspects of WUS dimerization and the importance 

of the concentration dependent mechanism. CLV3 appeared to have lower expression in 

plants transformed with the FD. Some of the plant phenotypes were abnormal and 

appeared to be intermediate between WT and WUS mutants like wus1-1 including signs 

like terminated SAMs, lower anther number etc.    

 

Visualizing systems with mutant HAM showed the importance of HAMs in maintaining 

WUS distribution. The WUS gradient dissipated under HAM mutants, CLV3 

concentration actually increased with the dispersal of WUS again reinforcing the nature 

of WUS as having a repressive effect on CLV3 at very high concentrations while 

activating CLV3 at lower concentrations.  

 

Methods 

LambdaN System 

The LambdaN system is composed of the 22AA λN22 or LambdaN protein and the 15nt 

box-B sequence and is more fully described in (6). The LambdaN protein with a 

connected marker binds to an RNA transcript of box-B as it forms a stemloop sequence 

opening up a possible way to measure expression of a gene. A box-B repeat sequence 
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was cloned alongside the CLV3 promoter and plants already expressing the UBQ10: 

LambdaN-GFP-NLS locus were transformed with the construct. 

 

Trichostatin  

Trichostain inhibits HDACs, which theoretically should lead to loosening of the 

chromatin. pCLV3::H2B-mYFP plants were treated with trichostatin at 10uM and then left 

for 24hrs and treated again at 3hr before visualization.  

 

Diffusion Studies and RICS Analysis 

Diffusion of WUS was studied through Raster Image Correlation Spectroscopy (RICS). 

RICS expands on traditional FCS measuring the temporal fluctuations in fluorescence of 

several spatial points by scanning tissue rapidly over time. This study followed the 

protocol laid out in (12) where tissue was scanned under the confocal microscope for a 

period of time and the fluorescence patterns were analyzed. Several parameters in the 

visualization were adjusted to achieve optimal results. These were pixel time: which 

controls the time in which a single pixel is scanned, line time: which is the time between 

line scans, and pixel size. For analysis the program SimFCS 4 was used to conduct 

analysis on a background of free GFP in solution for the point spread function (PSF) 

value (Wo) in two sets named Old and fresh GFP. The point spread function is a 

measure of blurring of a point in the optical system and is necessary as a value for the 

next step of RICS  

 

The average PSF minus an outlier was used for RICS analysis comparing the image 

stack to correlate and track particle movement. This yielded the diffusion coefficient (D1) 



 

                                                               173 

in units of um2/s which measured the speed at which a particle flows from high to low 

concentrations. By using this coefficient and comparing different regions and systems 

the diffusion behavior in these systems could be quantified. The tissues analyzed were 

LER plants containing eGFP-WUS, free eGFP, and WUS(�HOD7), a mutant lacking 

dimerization ability.  

 

PIN mutant plants 

In order to obtain tissue that could more easily be mounted to conduct the imaging 

needed for FCS. eGFP-WUS, free eGFP and WUS(�HOD7) plants were treated with 

100uM NPA. NPA interferes with the activity of PIN proteins leading to phenotype shown 

in Fig. 4.5. 

 

HAM Mutants 

Mutants of HAM were genotyped and visualized under the microscope.  

 

Forced Dimer 

The forced dimer construct sequence was composed of two WUSCHEL sequences with 

the linker 

GGCGGCGGCTCTGGCGGCGGCTCTGGCGGCGGCTCTGGCGGCGGCTCTGGCGG

CGGCTCTGGCGGCGGCTCT in between, controlled by the pWUS promoter. 
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Concluding Discussion 

Through this study, progress has been made toward a fuller understanding of several 

aspects of WUS biology and how it interacts and influences the network around it from 

protein to DNA. This work is part of a larger goal to move beyond observing the behavior 

of the meristem network to developing a quantitative mechanistic explanation for the 

dynamics that are observed. It is important as a clearer picture of the biology continues 

to be developed that important new targets are identified to focus on and put into context 

as well. The next step is to expand beyond the WUS/CLV3 pathways and to go 

genomewide and in the direction of generalization where possible, integrating 

computational techniques to process and analyze the large complex datasets that are 

generated. Some of the projects presented here are steps along that path providing 

valuable biological information or being direct precursors to large scale experiments.    

 

One of the key components of the network that has been fleshed out, is the CRM and 

the concentration dependent switch it coordinates through temporal, spatial, and 

biochemical factors. A quantitative explanation of the molecular dynamics behind this 

switch has been a big step forward in understanding the biology of the meristem and 

providing a possible model for similar systems for other WUS targets as well as other 

TFs in Arabidopsis and beyond. The cooperative action among the different cis-elements 

is an important subcomponent of the CRM system and another divergent mechanism 

from traditional models of gene expression. Collectively the unique features of the CLV3 

CRM shows that there is a greater diversity of regulatory schemes for genes that 

possibly are better suited for different contexts than previously suspected. Uncovering 

this and other more recent expression paradigms (1) may signal a shift that will allow 
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researchers to more effectively untangle the regulation of other gene systems or even 

reexamine what is known about systems thought to be understood. Work is now 

progressing on to other CRMs in CLV3 and other genes to see how they interact with 

WUS, and what role they play in the SAM.  

 

The simulation model used to examine the CRM in Chp1 was expanded into a coupled 

feedback model with fluctuating WUS species added. Data is currently being gathered 

on its properties and how the system balances with multiple competing species. But 

preliminary results indicate that the concentration dependent mechanism and 

cooperativity still play the same role in this system. But work still remains to thoroughly 

characterize its properties and behavior under a comprehensive set of conditions. Also, 

further refinement of the core dynamics is needed as the feedback model does not fully 

match up with new experimental results for clv3-2 complemented plants coming in that 

are showing resetting of the CLV3 gradient to the outer layers across most mutants. 

Understanding this phenomenon is important as it may explain the robustness of the 

meristem phenotype to CLV3 levels. 

 

Looking into the landscape of CLV3, is an important complement to the study of the 

CRM to give a fuller picture of how WUS coordinates its interaction with targets. This 

study has also gathered some limited information about genes other than CLV3, the 

logical next step is to expand the scope of the assays that have been conducted to a 

larger level.  
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The ChIP of WUS and histone marks to CLV3 can be scaled up to ChIPseq that will 

quantify WUS binding and histone acetylation under the conditions previously tested, on 

a genomewide scale (2). WUS ChIPseq has been performed previously but was deemed 

to have excessive background, but higher quality data could still be useful. Similarly, the 

3C testing for interactions between CLV3 fragments with a bait at the 3’ end can be 

scaled to HiC which tests for interactions between all combinations of fragments 

generated by restriction digest using essentially a very similar protocol, greatly 

increasing the data generated and removing bias from selecting arbitrary fragment sets 

(3). The major challenge will be to obtain the large amounts of properly processed 

chromatin for these scaled up assays. As the small scale assays are very similar to the 

large scale assays in their initial steps, it would be helpful to perform additional replicates 

of the smaller scale ChIP and 3C experiments with other targets such as YABBY and 

KAN1 in order to experiment with further quality control for the technique and optimize 

for larger yields as well as confirm previous findings.  

 

The upscaled datasets from genomewide assays will provide more data to work with that 

will require even greater computational resources for interpretation but should also 

provide more robust broad results and more ways to segment the data to draw useful 

conclusions. The fixed motif and machine learning based HMM analysis, which has 

shown promise in identifying WUS target regions, can be integrated into an even more 

powerful strategy with the larger data availability and can be reoriented to different 

purposes such as determining whether significant subgroups of highly WUS bound 

sequences exist and how they differ from each other. Additionally, the data will provide a 

superior training pool for the HMM model.  
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Imaging studies have been mixed. In some cases, like the LambdaN expression system 

the solution may be to slightly alter the repeats of the box-B or diagnose some technical 

problem. But such stemloop expression systems might not function for CLV3.  

 

 Work is ongoing to overcome the technical challenges in some studies. Some difficulties 

are well understood and attempts are in progress to mitigate them such as reducing 

vibrations when attempting to quantify diffusion. In other cases, such as opening the 

chromatin with trichostatin to observe how it alters gene expression, the strategy simply 

didn’t lead to any changes and the cause is more ambiguous.  

 

However, some data has been gathered regarding the effect of the dimeric form of WUS 

and the effect of interactors like HAM on WUS distributions. And these results back up 

mechanisms established in earlier chapters regarding the dynamics governing WUS and 

CLV3 expression. In vivo imaging remains one of the gold standards for studying most 

experimental chemical and genetic perturbations to the meristem at the tissue level but 

must be carefully crafted to the purpose at hand.  

 

The new data from this and other studies have helped the research of meristem and 

WUS biology to move past the observational stage to begin to develop quantitative 

mechanistic explanations for the behavior that has been characterized. Combining 

experimental and computational approaches and designing the investigation to tackle 

the issues from multiple angles has been invaluable in solving this complex problem.  
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The integration of computational methods will become more critical as work proceeds to 

the next stage of upscaling from CLV3 to other targets and eventually the 

genome/proteome level to generalize findings. The larger datasets will not only help to 

refine computational and bioinformatic analysis but also require tools to provide 

meaningful analysis leading to a stronger symbiotic relationship between experimental 

and computational techniques.  
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