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ABSTRACT OF THE DISSERTATION 

 

From synapse to genome and back again:  

A role for Npas4 in CCK basket cell synapse plasticity 

 

by 

 

Andrea L. Hartzell 

Doctor of Philosophy in Neurosciences 

University of California, San Diego, 2018 

 

Professor Brenda Bloodgood, Chair 

 

Experience-dependent expression of immediate-early gene transcription factors 

can transiently change the transcriptome of active neurons and initiate persistent changes 

in cellular function. However, the impact of inducible transcription factors (ITFs) on 

circuit connectivity and function is poorly understood. We investigate the specificity with 

which the ITF NPAS4 governs experience-dependent changes in inhibitory synaptic input 

onto CA1 pyramidal neurons (PNs). We show that novel sensory experience selectively 

enhances somatic inhibition mediated by cholecystokinin-expressing basket cells 

(CCKBCs) in an NPAS4-dependent manner. NPAS4 specifically increases the number of 
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synapses made onto PNs by individual CCKBCs without altering synaptic properties. 

Additionally, we find that sensory experience-driven NPAS4 expression enhances the 

amount of PN inhibition that can be suppressed by depolarization-induced suppression of 

inhibition (DSI), a short-term form of cannabinoid-mediated plasticity expressed at 

CCKBC synapses. Our results indicate that CCKBC inputs are a major target of the 

NPAS4-dependent transcriptional program in PNs, and consequently that NPAS4 is an 

important regulator of cannabinoid-sensitive inhibition in the hippocampus.
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Chapter 1. Introduction 

Anatomy and function of the rodent hippocampus 

 The hippocampus is one of the most extensively studied brain regions, attracting 

neuroscientists from many sub disciplines with its beautiful, laminar organization, 

essential role in many cognitive and behavioral processes, compelling physiological 

characteristics, and malfunction in widespread pathologies, especially those associated 

with memory and aging. While many scientists study the hippocampus in its own right, 

still others use it as a model system of choice in which to study general principles of 

neural circuit function and plasticity. 

 Many neuroscientists are drawn to the hippocampus because it represents a clear 

example of how the brain can integrate sensory input into higher-order cognitive 

representations, in this case by creating a cellular map of a spatial environment (Figure 

1.1; O’Keefe and Dostrovsky, 1971). Though this property is the focus of many 

contemporary studies of hippocampal function, its proposed role has undergone 

continuous evolution since the 18
th

 century, with the predominant hypothesis until the 

1930s being that it was a part of the olfactory system (Brodal, 1947). Since then, it has 

been proposed to underlie emotion (Papez circuit; Papez 1937), control attention (Green 

and Arduini, 1954; Green and Adey, 1956; Holmes and Adey, 1960), and finally, serve as 

a substrate for memory (Scoville and Milner, 1957). Most contemporary research on 

hippocampal function focuses one of two theories: the first, based primarily on studies in 

human and nonhuman primates, is that it is involved in the formation of memories for 

facts and events that can be consciously recalled (declarative memory; Squire, 1992), or 
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the second, based predominantly on single unit recording studies in rodents and most 

relevant to the experiments described in chapter 3, that it is involved in spatial memory 

and navigation (O’Keefe and Dostrovsky, 1971). 

 The discovery of hippocampal place cells by John O’Keefe and Jonathon 

Dostrovsky in the early 1970s launched the contemporary wave of hippocampal research 

focused on spatial memory. Through single unit recordings, O’Keefe and Dostrovsky 

observed that a portion of hippocampal principle cells experience an increase in firing 

rate when an animal is in a specific location within its environment, or the cell’s “place 

field” (Figure 1.1). Together, the place fields of many cells tile the animal’s 

environment, providing the brain with a spatial map (O’Keefe and Dostrovsky, 1971; 

O’Keefe and Nadel, 1978; Wilson and McNaughton, 1993). While most subsequent 

studies focused on pyramidal cells in the hippocampus proper, granule cells in the dentate 

gyrus (DG) have also shown place cell activity (Jung and McNaughton, 1993; O’Keefe 

1976). 

 The unique neuroanatomy of the hippocampus supports the cellular dynamics 

described above and is essential to the experiments described in chapters 2 and 3. The 

hippocampus shares some similarities with other brain regions, including the presence of 

principle neurons (PNs) with pyramidal shaped cell bodies and local inhibitory 

interneurons (INs). However, in other ways, the hippocampus is relatively unique, such 

as in the stereotyped laminar organization of fiber pathways and largely unidirectional 

flow of information through a tri-synaptic loop. This is in contrast to areas such as the 

neocortex, in which connections between subregions are generally reciprocal (Felleman 

and Van Essen, 1991). The hippocampal formation is composed of six regions with 
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distinct cytoarchitecture, including the hippocampus proper (composed of CA3, CA2, 

and CA1), the DG, subiculum, presubiculum, parasubiculum, and entorhinal cortex (EC) 

(Amaral and Lavenex, 2006). The EC is the recipient of a large portion of the neocortical 

inputs to the hippocampal formation, and in turn it provides the major input to the 

hippocampus. The axons of its principle cells form the perforant path, which provides the 

predominant input to the DG and sends additional direct projections to CA3 and CA1. 

The principle cells of the DG, the granule cells, then send their mossy fiber axons to the 

PNs of CA3, which in turn provide the second major input to the PNs of CA1 via the 

Schaffer Collateral pathway. This circuit from the EC to DG to CA3 to CA1 composes 

the tri-synaptic loop for which the hippocampus is well known (Figure 1.2). CA2 is a 

narrow, anomalous region situated between CA3 and CA1. While the cell bodies of its 

PNs are similar to those of CA3, it is not innervated by the mossy fiber axons from the 

DG. The PNs of region CA1, which are the focus of the experiments described in 

Chapters 2 and 3, form the major output of the hippocampus. 

 A basic knowledge of the laminar organization of CA1 is crucial to understanding 

the experiments presented in the following chapters (Figure 1.3). The principal cell layer 

in CA1, the pyramidal cell layer (PCL), is tightly packed with somata of PNs. The layer 

located deep to the PCL, called stratum oriens (SO), is home to several types of local INs, 

the basal dendrites of the CA1 PNs, and one portion of the Schaffer Collateral projection 

from CA3. Located deep to SO is the alveus, containing the axons from the CA1 PNs 

making their way out of the hippocampus. Superficial to the PCL, where the proximal 

apical dendrites of PNs are located, is stratum radiatum (SR). SR contains the other 

portion of the CA3 to CA1 Schaffer Collateral connection, which synapses in SR on the 
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proximal apical dendrites of CA1 PNs, as well as on local INs. Next to SR and forming 

the most superficial layer of the CA1 region is stratum lacunosum-moleculare (SLM), 

home to the perforant path projections from the EC directly to CA1, which synapse on 

the distal apical dendrites of CA1 PNs, as well as local INs. 

 CA1 PNs are often treated as a homogenous population, both conceptually and in 

biophysical and modeling studies. However, several molecular, anatomical, and 

functional differences have been described for PNs along the dorsal-ventral (Fanselow 

and Dong, 2010; Jung et al., 1994; Kjelstrup et al., 2002; Maurer et al., 2005; Moser et 

al., 1993; Thompson et al., 2008), proximal-distal (Graves et al., 2012; Hartzell et al., 

2013; Henriksen et al., 2010; Jarsky et al., 2008), and superficial-deep axes (Danielson et 

al., 2016; Lee et al., 2014; Maroso et al., 2016; Mizuseki et al., 2011; Valero et al., 2015). 

The experiments described in chapter 2 highlight the differences between superficial 

(closest to SR) and deep (closest to SO) PNs. Studies from the early 1990s first 

demonstrated that superficial and deep PNs can be differentiated by their 

immunoreactivity to calbindin (Baimbridge et al., 1991) and by their zinc content 

(Slomianka 1992). More recently, two distinct subcircuits have been described for 

superficial and deep PNs, with PNs localized to the deep sublayer having higher firing 

rates, more frequent bursting, and stronger modulation slow wave oscillations associated 

with sleep, relative to superficial PNs (Muzeseki et al., 2011). Superficial and deep PNs 

also show opposite membrane polarization during sharp-wave ripples (Valero et al., 

2015).  

 Superficial and deep CA1 PNs appear to participate differentially in place 

encoding and cognitive tasks. Interestingly, deep PNs form place fields more frequently 
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during exploration of a linear track or open field (Muzeseki et al., 2011), while place 

fields of superficial PNs are more stable than deep during head-fixed exploration of a 

virtual reality (Danielson et al., 2016). However, when animals undergo goal-oriented 

learning; deep PN place maps are preferentially stabilized, and representations of the 

reward zone by deep cells are predictive of task performance (Danielson et al., 2016). 

Together, these results suggest the existence of cognitively-relevant encoding differences 

between superficial and deep CA1 PNs, with superficial PNs providing a more stable 

map of space, while deep PNs provide a more flexible representation of an environment 

that is shaped by task and salient environmental features (Danielson et al., 2016). 

Additionally, it was recently discovered that EC projections also differentiate between 

superficial and deep PNs, with the medial entorhinal cortex (MEC) preferentially 

targeting deep PNs in proximal CA1 and the lateral entorhinal cortex (LEC) 

preferentially exciting superficial PNs in distal CA1 (Li et al., 2017; Masurkar et al., 

2017). This connectivity difference might help explain the differential roles of proximal 

and distal CA1 PNs in encoding spatial versus non-spatial information (Hartzell et al., 

2013; Henriksen et al., 2010). 

 Aside from differences in connectivity with excitatory projections, connectivity 

with local interneurons differs between superficial and deep PNs in CA1. Parvalbumin-

expressing basket cells (PVBCs) preferentially innervate deep PNs, while superficial PNs 

provide more excitatory input to PVBCs (Lee et al., 2014). Cholecystokinin-expressing 

basket cells (CCKBCs), on the other hand, form more perisomatic boutons on superficial 

PNs than deep PNs (Valero et al., 2015, but see Lee et al., 2014). The distinct and 

complimentary roles that PVBCs and CCKBCs play in the local microcircuit, discussed 
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in detail in the following section, suggest compelling hypotheses regarding how this 

asymmetry might distinguish the ways in which superficial and deep PNs participate in 

hippocampal circuit operations. 

Somatic inhibitory interneurons of CA1 and their role in circuit operations 

 On the most basic level, inhibition in the hippocampus is necessary to maintain 

network activity levels within an appropriate range (Dichter and Spencer, 1969; Johnston 

and Brown, 1981; Traub and Wong, 1982), but also to perform the more nuanced job of 

precisely structuring in space and time the transmission of information between neurons. 

Interneurons form an extremely diverse group of cells; there are over 20 unique 

interneuron subtypes in the hippocampus alone. This subtype classification is based on 

morphological, immunohistochemical, physiological, and pharmacological features, all of 

which contribute to the specialized role each subtype plays within the local circuit 

(Figure 1.4; Freund and Buzaki, 1996; Klausberger and Somogyi, 2008; Somogyi and 

Klausberger, 2005). Functional distinctions between interneuron subtypes begin with 

which of the four major postsynaptic PN compartments they synapse onto (soma, axon 

initial segment, proximal dendrites, or distal dendrites), and is further refined by cell type 

expression of neuropeptides, calcium binding proteins, and cellular anatomy. Neurons 

that utilize γ-aminobutyric acid (GABA) as their neurotransmitter provide the sole 

synaptic input to the somata and axon initial segments of PNs, while PN dendrites are 

innervated both by local GABAergic input and excitatory input from the entorhinal 

cortex, upstream hippocampal subregions, and thalamus (Klausberger and Somogyi, 

2008).  
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 Somatic inhibition has attracted significant attention from the research community 

because somatic synapses are optimally localized to control the action potential output of 

target cells (Cobb et al., 1995; Miles et al., 1996; Pouille and Scanziani, 2001). Somatic 

interneurons initiate the majority of simultaneous inhibitory postsynaptic potentials 

(IPSPs) recorded in nearby PNs, and indeed, single somatic IPSPs are capable of 

suppressing the discharge of PN action potentials (Miles et al., 1996). Thus, the potential 

influence of a single soma-targeting interneuron is far-reaching. On average, somatic 

interneurons in CA1 synapse on 22-28% of PNs within their axonal arbor, with the 

probability dropping from 54% for immediate neighbors to 5% for more distal neighbors 

(Ali et al., 1999; Halasy et al., 1996). They form 2-12 synapses onto an individual PN 

(Buhl et al., 1994a, b; Miles et al., 1996). In the hippocampus, rhythmic oscillations in 

the theta (4-7 Hz) and gamma (40-50 Hz) frequencies are observed during exploratory 

behavior (Bragin et al., 1995; Buzsaki and Draguhn, 2004). Perhaps unsurprisingly, 

somatic interneurons can entrain spontaneous firing and subthreshold oscillations in PNs 

at both theta (Cobb et al., 1995) and gamma (Lytton and Sejnowski, 1991; Whittington et 

al., 1995) frequencies. Together, these findings establish a role for somatic inhibition in 

gating PN output and orchestrating the coordinated activity of cohorts of nearby PNs in 

the hippocampus.  

 Somatic inhibition in CA1 can be further subdivided into that provided by each of 

two populations of basket cells, PVBCs and CCKBCs. The experiments described in this 

dissertation highlight the important physiological and pharmacological differences 

between these distinct classes of somatic interneurons. PVBCs and CCKBCs can be 

differentiated at first pass by their intrinsic properties (Figure 1.5). PVBCs fire narrow, 
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high-frequency, non-accommodating trains of action potentials (APs) in response to 

depolarizing current injections. CCKBCs, on the other hand, fire broader, moderately-

paced, strongly accommodating APs. Furthermore, PVBCs have exceptionally large 

diameter dendrites (Emri et al., 2001; Nörenberg et al., 2010; Bartos et al., 2011), very 

fast membrane time constants (~10 ms) and low input resistances (Glickfeld and 

Scanziani, 2006), supporting fast propagation of excitatory postsynaptic potentials 

(EPSPs), while CCKBCs have slower time constants (~25 ms) and higher input 

resistances (Cea-del Rio et al., 2010; Glickfeld and Scanziani, 2006), allowing excitatory 

postsynaptic potentials (EPSPs) to arrive at the soma with longer half-durations. While 

both basket cell subtypes in CA1 receive feedforward excitation from all major excitatory 

pathways as well as feedback excitation from local CA1 PNs, PVBCs, due in large part to 

their intrinsic membrane properties, are readily recruited in response to excitation and 

exert fast, precise inhibition onto their postsynaptic targets (Doischer et al., 2008; Jonas 

et al., 2004; Klausberger et al., 2005). In contrast, CCKBCs are less easily recruited by 

excitatory inputs and integrate slower, repetitive inputs over longer time scales or 

coordinated input from multiple coactive input pathways (Glickfeld and Scanziani, 2006; 

Klausberger et al., 2005; Tukker et al., 2007). Contributing further to this difference in 

the probability of recruitment is the fact that PVBCs receive three times the excitatory 

synapses on their dendrites as CCKBCs (Gulyas et al., 1999; Mátyás et al., 2004) and 

experience larger excitatory postsynaptic currents (EPSCs) in response to stimulation of 

all three major excitatory inputs to CA1, (Schaffer Collaterals, Perforant Path, and local 

recurrent axons; Glickfeld and Scanziani, 2006). However, most of the relative increase 
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in dendritic synapse numbers relative to CCKBCs comes from Schaffer collateral inputs, 

biasing PVBCs to feed-forward inhibition (Glickfeld and Scanziani, 2006). 

 Expression of physiologically important receptors and channels further 

differentiates PVBCs and CCKBCs. Most relevant to this dissertation is the expression of 

type 1 cannabinoid receptors (CB1R) at the presynaptic terminals of CCKBCs and their 

absence at PVBC presynaptic terminals (Katona et al., 1999). When a postsynaptic PN is 

active, it synthesizes and releases endogenous cannabinoids, which signal retrogradely to 

the presynaptic CCKBC bouton by binding CB1Rs. CB1R activation results in 

antagonism of presynaptic voltage-gated calcium channels (VGCCs), causing a 

temporary reduction in GABAergic transmission at the synapse, a form of short-term 

plasticity known as depolarization-induced suppression of inhibition (DSI, Figure 1.6; 

Glickfeld and Scanziani, 2006; Katona et al., 1999; Neu et al., 2007; Wilson and Nicoll, 

2001). Disinhibition of PNs due to the expression of DSI at CCKBC terminals might be 

permissive of long-term potentiation of excitatory inputs or other forms of plasticity 

(Carlson et al., 2002). Furthermore, DSI might be a potential mechanism by which a 

place cell achieves a high signal-to-noise ratio when an animal is inside the cell’s 

preferred place field versus outside of it (Klausberger et al., 2005). This hypothesis is 

discussed in more detail in Chapter 3. 

 Another physiologically important difference between PVBCs and CCKBCs is 

the VGCC subtype that permits GABA release. GABA release from PVBC synapses is 

governed by P/Q-type VGCCs, whereas CCKBCs utilize N-type calcium channels (Hefft 

and Jonas, 2005; Poncer et al., 1997). Calcium chelator experiments have suggested a 

longer-lasting presynaptic calcium transient and a larger distance between the calcium 
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source and the sensor mediating exocytosis at N-type VGCC-containing CCKBC 

presynaptic boutons relative to P/Q-type VGCC-containing PVBC boutons (Hefft and 

Jonas, 2005). These N-type VGCC properties are thought to contribute to the 

characteristic asynchronous neurotransmitter release from CCKBC synapses, which 

extends the window of inhibition exerted on postsynaptic PNs and can result in a form of 

low-grade tonic inhibition (Ali and Todorova, 2010; Daw et al., 2009; Hefft and Jonas, 

2005). In contrast, the tight coupling of P/Q-type VGCCs to calcium sensors at PVBC 

synapses contributes to the precision, speed, and efficacy of neurotransmitter release 

from these boutons (Bucurenciu et al., 2008). 

 Unsurprisingly, PVBCs and CCKBCs also play distinct roles within the neural 

network. Hippocampal circuit activity is characterized by the occurrence of network 

oscillations in gamma and theta frequencies during exploration or behavioral 

engagement. AP firing by PVBCs is tightly coupled to the descending phases of gamma 

oscillations (Bragin et al., 1995; Csicsvari et al., 2003; Gulyás et al., 2010; Klausberger et 

al., 2005; Mann et al., 2005; Oren et al., 2010) and underlies the emergence of gamma 

oscillations within the hippocampus (Bartos et al., 2007; Buzsaki and Draguhn, 2004; 

Cobb et al., 1995). The extensive interconnectivity of PVBCs by gap junctions allows the 

phasic recruitment of a small subset of cells to rapidly synchronize activity throughout 

the network (Vida et al., 2006; Whittington et al., 1995), orchestrating PN activity 

through coordinated phasic inhibition. Consistent with this, optogenetic activation or 

silencing of PVBCs boosts or reduces gamma oscillations, respectively (Cardin et al., 

2009; Sohal et al., 2009). The activity of CCKBCs, in contrast, is less tightly coupled to 

gamma oscillations (Gulyás et al., 2010; Klausberger and Somogyi, 2008; Tukker et al., 
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2007), but occurs regularly during the ascending phase of theta oscillations (Klausberger 

et al., 2005). PVBCs fire reliably during the descending phase of theta oscillations 

(Klausberger et al., 2005).  

 Sharp wave ripple episodes (120-200 Hz firing for around 100 ms in duration) 

occur in the hippocampus during slow-wave sleep and periods of awake rest (Buzsaki et 

al., 1983). PVBC firing is strongly correlated with ripple activity (Klausberger et al., 

2005). CCKBC firing, on the other hand does not show any correlation to ripple episodes, 

with some individual CCKBCs alternating between activation or silencing during ripple 

events (Klausberger et al., 2005). Whether or not a CCKBC participates in a ripple 

episode might be determined by the recent network activity and might in turn determine 

which downstream PNs are activated by the ripple episode (Klausberger et al., 2005). In 

summary, while PVBCs serve an important role as pace makers in the hippocampal 

circuit, regulating oscillations and tying PN activity to the oscillatory frequency, 

CCKBCs might serve a more nuanced role in regulating which cohorts of PNs are active 

or silent during oscillations or ripple events in a manner dependent on the recent activity 

history of the circuit. 

Somatic inhibitory interneurons in disease 

 In addition to their significant roles during normal circuit activity, aberrant 

activity of both basket cell subtypes has been associated with several neurological 

diseases. Disruption of PVBC function is implicated in schizophrenia through a couple of 

distinct mechanisms. Schizophrenia involves disruption of gamma oscillations, which are 

mediated by PVBCs (Lewis et al., 2012; Lisman and Buzsaki, 2008). Furthermore, 
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schizophrenia patients show reduced levels of GABAA receptors containing the α1 

subunit, the main receptor targeted by GABA release from PVBC synapses (Glausier and 

Lewis, 2011). 

 Both PVBCs and CCKBCs have been suggested to play a role in the pathogenesis 

of epilepsy. In temporal lobe epilepsy induced in rodents by the muscarinic agonist 

pilocarpine, CCKBC boutons contacting PNs in CA1 are selectively and chronically 

reduced, while PVBC boutons are preserved (Wyeth et al., 2010). However, excitatory 

synaptic drive to PVBCs in the DG is reduced after pilocarpine-induced epilepsy, 

resulting in higher failure rates and smaller unitary inhibitory postsynaptic currents 

(uIPSCs) at basket cell-granule cell synapses (Zhang and Buckmaster, 2009). In human 

temporal lobe epileptic patients, a higher density of CCKBC terminals was found in the 

hippocampus of patients showing sclerosis and both types of somatic interneurons 

showed sprouting in the DG (Wittner and Maglóczky, 2017). Therefore, while the study 

of somatic inhibition in the healthy hippocampus will contribute to an understanding of 

hippocampal circuit function and information processing during essential cognitive 

functions, the essential role of somatic inhibition in the pathogenesis neurological disease 

further underscores the importance of studying this type of neurotransmission. 

Structure of inhibitory synapses 

 Inhibitory synapses consist of GABA-releasing axonal terminals apposed to 

postsynaptic sites containing GABA receptors (GABARs) and several other proteins 

required for GABAergic transmission. GABAergic synapses can form onto dendritic 

shafts, spines, somata, or axon initial segments. A single rat CA1 pyramidal neuron 
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receives approximately 1700 inhibitory synapses, of which 40% are made onto the 

perisomatic region. 

 Though the protein content of inhibitory synapses has not been as thoroughly 

characterized as for excitatory synapses, recent proteomics studies have provided insight 

into their biochemical nature and revealed 42 characteristic proteins that are found at pre- 

and postsynaptic inhibitory synaptic sites (Heller et al., 2012; Loh et al., 2016). 

Presynaptically, the biosynthesis of GABA is achieved by the enzyme glutamic acid 

decarboxylase (GAD) through the decarboxylation of glutamate.  Two isoforms of GAD 

exist in mammals, GAD67 and GAD65 (Bu et al., 1992), with largely overlapping 

expression in neurons (Dupuy et al., 1996; Zhao et al., 2013). Synthesized GABA is then 

packaged into vesicles by vesicular GABA transporter (VGAT; McIntire et al., 1997), 

which is used as an inhibitory synapse marker in experiments described in Chapter 2. 

 On the postsynaptic side, two classes of GABARs mediate the cellular response to 

GABA: GABAA and GABAB receptors. GABAA receptors are ionotropic and mediate a 

rapid response to GABA by opening a chloride-selective pore. They are pentameric 

receptors assembled from a pool of 19 distinct subunits, conferring specificity to distinct 

inhibitory synapses (Heller et al., 2012). Each subunit has sites that mediate protein-

protein interactions, as well as sites for phosphorylation (Luscher et al., 2011), 

ubiquitination (Arancibia-Cárcamo et al., 2009), and palmitoylation (Fang et al., 2006; 

Keller et al., 2004). GABAB receptors, in contrast, are metabotropic G-protein coupled 

receptors that, when activated, lead to the opening of potassium channels (Chen et al., 

2005), resulting in a slower hyperpolarization of the neuron relative to GABAA receptor 

activation. The scaffold protein specifically associated with GABAergic postsynaptic 
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sites is the cytoplasmic protein gephyrin, which directly binds to GABA receptors and is 

used as a postsynaptic inhibitory synapse marker in experiments described in Chapter 2. 

Activity-dependent structural plasticity of inhibitory synapses 

 A central feature of neural circuits is the ability to adjust activity patterns in 

response to new experiences. Plasticity allows neural circuits to modify the computations 

they perform in order to encode experiences, refine behaviors, and compensate for injury. 

Many of these modifications have been proposed to occur through structural changes, 

including the formation and elimination of synapses (Feldman 2009; Leuner and Gould 

2010). The relatively stable nature of structural plasticity makes it a compelling potential 

substrate for the long-term changes in circuit dynamics underlying learning and memory. 

Over the last several decades, much progress has been made toward understanding 

activity-dependent structural plasticity of glutamatergic synapses, but structural plasticity 

of inhibitory GABAergic neurotransmission is still a comparatively young field. 

Inhibitory synapses can shape the activity of postsynaptic targets in myriad ways 

depending on the interneuron subtype and how it is excited, the location of the inhibitory 

synapses on the postsynaptic cell, and the types of plasticity capable of being expressed 

at the synapses. An interesting question to consider, therefore, is how the activity history 

of a principle neuron might be capable of altering its future activity by driving the 

formation or elimination of inhibitory synapses. Recently, several examples of this 

phenomenon have been described, after large-scale, dramatic manipulations of neural 

activity as well as in response to fine-scale, ethologically relevant activity paradigms. The 

resultant forms of inhibitory structural plasticity range from global changes in inhibitory 
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synapse numbers that are important for homeostasis, to more sparse or localized changes 

that shape the information received from upstream inputs. 

 Over the last several years, beautiful imaging work has allowed the dynamics of 

inhibitory synapse structural plasticity to be observed at baseline and after the 

manipulation of experience. Imaging of mature IN axons and PN dendrites in vitro has 

revealed that new GABAergic synapses form at pre-existing axonal-dendritic crossings 

(Wierenga et al., 2008). In vivo imaging of mature inhibitory axons led to the observation 

that a portion of presynaptic boutons turn over with time, and that this rate can be 

manipulated by behavioral intervention (Chen et al., 2011, Chen et al., 2012; Keck et al., 

2011). Most recently, two-photon in vivo daily imaging of synapses in the mouse visual 

cortex demonstrated that inhibitory synapses often disappear and reappear at the same 

location (Villa et al., 2016). As tools for probing neural circuits become more 

sophisticated, studies are beginning to identify examples of activity-dependent structural 

plasticity of synapses made by individual subtypes of interneurons, in some instances 

driven by learning-related stimuli. This makes it possible to begin to untangle the 

functional consequences of different flavors of activity-dependent inhibitory synapse 

structural plasticity. 

 Experiments in acute and cultured brain slices from mouse cortex have provided 

evidence for a role of activity-dependent inhibitory structural plasticity in homeostasis 

and maintaining the balance of excitation and inhibition (E/I balance). PNs in the adult 

visual cortex maintain stable E/I ratios despite changing levels of excitation, because 

increased excitation results in a proportional increase in the engagement of inhibitory 

neurons (Anderson et al., 2000; Atallah and Scanziani, 2009; Okun and Lampl, 2008; 
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Shu et al., 2003).  In layer 2/3 of the murine visual cortex, E/I ratios are not only 

maintained, but are stable across PNs, with individual neurons receiving inhibition 

proportional to excitation (Xue et al., 2014). This maintenance of E/I ratio is mediated by 

synaptic input from PV- expressing interneurons. Manipulating the excitability of PNs 

results in an activity-driven change in PV interneuron-mediated inhibition in order to 

restore E/I balance (Xue et al., 2014). PV interneurons are ideally suited for the 

maintenance of E/I balance due to their rapid, reliable recruitment as circuit activity 

levels increase (Doischer et al., 2008; Jonas et al., 2004; Klausberger et al., 2005). 

 Another body of work describing a role for activity-dependent structural plasticity 

of inhibitory synapses in homeostasis or E/I balance takes place in the barrel fields of 

mouse somatosensory cortex and involves the quantification of inhibitory synapses after 

robust manipulation of input or cellular excitability. When rats are sensory deprived from 

birth by the continuous removal of rows of whiskers, the number and proportion of 

GABA-immunoreactive synaptic puncta is significantly reduced in layer IV of the 

corresponding somatosensory cortex (Micheva and Beaulie, 1995). In a later study, 

ultrastructural analysis after whisker stimulation for 24 hours revealed an increase in both 

excitatory and inhibitory synaptic puncta in the corresponding cortical barrel (Knott et al., 

2002). Four days after stimulation, the increase in inhibitory synaptic puncta persists, 

despite the total synaptic density returning to baseline levels. These anatomical changes 

correspond with altered response properties of cortical neurons to whisker deflection 

(Knott et al., 2002). 

 While the above studies establish a role for activity-dependent structural plasticity 

of inhibitory synapses in maintenance of homeostasis or E/I balance, other studies have 
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described inhibitory structural plasticity mechanisms that have the potential to alter the 

temporal or spatial structure of excitation received by the postsynaptic cell. Inhibitory 

synapses that share a spine with an excitatory synapse, found to comprise around a third 

of all dendritic inhibitory synapses, have a turnover rate three times higher than those 

made onto the dendritic shaft or occupying a spine in the absence of an excitatory 

synapse (Chen et al., 2012). Interestingly, on dendritic spines dually innervated by 

excitatory and inhibitory synapses, the excitatory synapse is stable while the inhibitory 

synapse frequently is pruned and reforms, allowing for dynamic control of the efficacy of 

the excitatory input on a synapse-by-synapse basis (Chen et al., 2012; Villa et al., 2016). 

These observations imply that the efficacy of individual excitatory synapses has the 

potential to be modulated by local structural plasticity of inhibitory synapses, resulting in 

changes in dendritic integration and information processing by postsynaptic principle 

cells. The next major challenge for the field will be to 1) mechanistically link increases in 

cellular activity to structural plasticity of inhibitory synapses, and 2) to fully understand 

the functional consequences of these long-lasting, persistent changes in circuit 

connectivity on information processing within neural circuits.  

Immediate-early genes in hippocampal circuits 

 One way in which transient increases in neural activity can initiate widespread, 

persistent changes in cellular and circuit function is through the induction of activity-

dependent gene expression. The immediate-early genes (IEGs) are the first group of 

genes to be transcribed after a neuron is active. This group of genes includes transcription 

factors, cytoskeletal proteins, growth factors, metabolic enzymes, and signal transduction 

pathway components (Figure 1.7; Lanahan and Worley, 1998; Sun and Lin, 2016). Many 
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of these genes, such as c-fos, activity-regulated cytoskeleton associated protein (Arc), 

early growth response 1 (Egr-1/ zif268), and neuronal PAS domain protein 4 (Npas4) are 

associated with plasticity and are rapidly and selectively upregulated in brain regions 

associated with learning and memory, such as the hippocampus (Minatohara et al., 2015). 

IEG expression has therefore become a popular tool for marking neuronal populations 

active during various learning and memory tasks. Recent optogenetic studies have 

demonstrated that the population of neurons that expresses IEGs such as c-fos or Arc in 

response to a memory task encode information that is necessary and sufficient for 

memory recall, suggesting that IEG-expressing cells might be involved in the memory 

trace (for examples see Garner et al., 2012; Liu et al., 2012; Ramirez et al., 2013). 

However, despite their widespread use as tools, the molecular and cellular mechanisms 

linking IEG expression to mnemonically-relevant changes for cells and circuits remain 

relatively unknown. 

 One exception is the IEG Arc, which encodes an effector protein with a direct 

connection to memory (Peebles et al., 2010; Plath et al., 2006; Yamada et al., 2011) and a 

known role in reshaping synaptic properties (Chowdhury et al., 2006; Shepard et al., 

2006). Arc messenger RNA (mRNA) can be observed in nuclei within minutes of neural 

activity and quickly translocates into the cytoplasm and subsequently the dendrites of 

active cells (Guzowski et al., 1999; Steward et al., 1998), where Arc protein can be 

observed in spines near active synapses (Figure 1.8; Chowdhury et al., 2006; Moga et 

al., 2004; Rodriguez et al., 2005; Steward et al., 2014). There, Arc protein interacts with 

other postsynaptic proteins such as endophilin, dynamin (Chowdhury et al., 2006; Rial 

Verde et al., 2006), and TARPγ2 (Zhang et al., 2015) to regulate endocytosis of α-amino-
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3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors. Arc overexpression or 

knockout decreases or increases AMPA receptor at the synapse, respectively (Chowdhury 

et al., 2006). Consistent with this function, perturbing Arc expression affects homeostatic 

synaptic scaling (McCurry et al., 2010; Sheperd et al., 2006) and the induction of long-

term depression (Park et al., 2008; Plath et al., 2006). These roles also implicate Arc 

expression in behavior and cognition; indeed, Arc knockout (KO) mice show impaired 

consolidation of spatial and fear memories (Peebles et al., 2010; Plath et al., 2006; 

Yamada et al., 2011). 

 In addition to its role in AMPA receptor endocytosis, it was recently discovered 

that Arc protein also has a role in mediating intercellular signaling between neurons. Arc 

protein exhibits structural similarities to retroviral Gag proteins, including self-assembly 

into oligomers that resemble virus-like capsids (Ashley et al., 2018; Pastuzyn et al., 

2018). Arc capsids containing Arc mRNA are released from neurons in extracellular 

vesicles and are endocytosed by other cells, allowing Arc mRNA to be delivered into 

target cells, where it can undergo activity-dependent translation (Ashley et al., 2018; 

Pastuzyn et al., 2018). 

 The subset of IEGs that encodes inducible transcription factors (ITFs) is optimally 

suited to dramatically alter cellular function by regulating the expression of large families 

of target genes. However, even less is known about the functional consequences of ITF 

expression than those of IEGs encoding effector proteins. The most well-known ITFs, c-

fos, encodes a transcription factor that participates in the Activator protein 1 (AP-1) 

complex by interacting with a member of the jun family (Jun, JunB, and JunD). The 

consensus sequence recognized by the AP-1 complex is known, however the target genes 
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have not been fully characterized (for review see Alberini, 2009; Sheng and Greenberg, 

1990) and the effect of activity-induced c-fos expression or AP-1 activation on neuronal 

function, especially within the adult brain, has not been fully described. Gene knockout 

experiments have suggested that Fos and Jun family proteins have largely overlapping 

functions, but other functions appear to be biased to individual isoforms. For example, 

knock-down of c-jun, but not junB, inhibits sequence learning (Tischmeyer et al., 1994). 

However, for many studies implying isoform specificity in learning and memory tasks, 

conflicting studies also exist. 

Npas4 is an immediate-early gene regulator of inhibitory synapses 

 One ITF for which a function relevant to neural circuits has been recently 

described is encoded by the gene Npas4. Npas4 is a member of the basic helix-loop-helix 

(bHLH)/ PAS family of transcription factors that has been implicated in acute responses 

to environmental and physiological stimuli. Even amongst IEGs, Npas4 has several 

unique features that make it an ideal candidate for mechanistically linking neuronal 

activity to long-lasting changes in neuronal information processing. In the brain, Npas4 is 

exclusively expressed in neurons, and solely in response to increased intracellular 

calcium associated with neural activity (Lin et al., 2008; Ramamoorthi et al., 2011). This 

is in contrast to other IEGs, including Fos, Arc, and Zif268, that can be induced by 

cytokines, growth factors, and neurotrophins (Figure 1.9). Finally, Npas4 is unique 

amongst IEGs in that its expression has been shown to regulate structural synapse 

plasticity, including both inhibitory synapses made onto principle cells and excitatory 

synapses made onto INs (Bloodgood et al., 2013; Lin et al., 2008; Spiegel et al., 2014), 

and is required for the formation of long-term memories (Ploski et al., 2011; 
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Ramamoorthi et al., 2011). Consistent with a role in regulating inhibition, constitutive 

Npas4 KO mice are hyperactive, aggressive, and seizure prone compared to wildtype 

(WT) littermates (Coutellier et al., 2012; Lin et al., 2008). 

 Npas4 first emerged as a candidate for regulating inhibitory synapse development 

in 2008 by a DNA microarray screen that aimed to identify genes that were induced by 

activity in neurons, predicted to encode transcription factors, and upregulated during the 

developmental window for inhibitory synapse formation. The known transcription factor 

Npas4 was the sole gene out of over 300 candidates to meet all three criteria, and was the 

most highly induced transcription factor in this screen (Lin et al., 2008). In culture, its 

induction depends on calcium influx through L-type VGCCs and is partly dependent on 

N-methyl-D-aspartate (NMDA) and AMPA receptors (Lin et al., 2008). In vivo, Npas4 is 

expressed in brain regions in response to salient stimuli, such as the visual cortex of dark-

reared mice in response to visual stimulation (Figure 1.10; Lin et al., 2008), the 

hippocampus in response to exposure to environmental enrichment (Bloodgood et al., 

2013) or contextual fear conditioning (Ramamoorthi et al., 2011; Weng et al., 2018), the 

olfactory bulb after olfactory sensory input (Yoshihara et al., 2014) and in the barrel 

cortex in response to whisker stimulation conditioning (Kaliszewska and Kossut, 2015). 

 The effect of Npas4 on inhibitory synapse development was first discovered by 

RNA interference (RNAi)-mediated knockdown in cultured hippocampal neurons and 

immunostaining for pre- and postsynaptic proteins. Expression of an RNAi targeting 

Npas4, but not a scrambled RNAi control, significantly reduced the number of putative 

inhibitory synaptic puncta. This result was confirmed by comparing spontaneous 

miniature inhibitory postsynaptic currents (mIPSCs) between WT PNs and PNs 
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transfected with an RNAi against Npas4 in organotypic hippocampal cultures. In Npas4 

knockdown neurons, the mIPSC inter-event interval was increased while the amplitude 

was decreased, indicating a decrease in inhibitory synapse number (Lin et al., 2008). 

These results led to the conceptualization of activity-induced Npas4 as a homeostatic 

regulator of inhibition, increasing the number of inhibitory synapses in response to 

increased activity. 

 The role of Npas4 in inhibitory synapse regulation in vivo was established by 

experiments in acute hippocampal slices taken from Npas4 conditional knockout animals 

(Npas4
f/f

) in which a small population of PNs was virally infected with Cre recombinase 

(Bloodgood et al., 2013). Inducing Npas4 expression in these animals through exposing 

them to an enriched environment or through kainic acid-induced seizure resulted in less 

frequent and smaller amplitude mIPSCs in Npas4 KO PNs relative to neighboring WT 

cells (Bloodgood et al., 2013). 

 This result was further refined by stimulating axons within discrete layers of CA1 

(SO, PCL, SR, and SLM) and comparing evoked inhibitory postsynaptic current (eIPSC) 

amplitudes between neighboring WT and Npas4 KO PNs (Figure 1.11). In mice housed 

in an enriched environment, stimulation in the PCL generated smaller eIPSCs in Npas4 

KO PNs than WT PNs. By contrast, stimulation in SR generated larger eIPSCs in Npas4 

KO PNs relative to WT PNs. No difference was detected when slices were stimulated in 

SO or SLM (Bloodgood et al., 2013). This finding necessitated a reinterpretation of the 

functional role of Npas4; instead of a homeostatic regulator of inhibitory synapses, Npas4 

plays a more computationally complex role in reorganizing inhibitory synaptic input onto 

PNs in a domain-specific manner. However, this domain-specific phenotype combined 
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with the complexity of IN subtypes in the hippocampus suggests the possibility that 

Npas4 might be a regulator of inhibitory synapses made by specific IN subtypes, rather 

than homogeneously regulating all inhibitory synapses within a particular somato-

dendritic domain. In order to understand the functional consequences of Npas4-mediated 

inhibitory synapse structural plasticity, the next step is to identify the interneuron 

subtypes that are regulated downstream of Npas4 expression. 

 As a transcription factor, Npas4 has the potential to regulate numerous 

downstream target genes and affect many aspects of cell biology. 270 unique genes were 

identified via DNA microarray that were upregulated or downregulated in control 

neurons relative to neurons in which Npas4 was knocked down. These potential Npas4 

target genes include IEGs, other transcription factors, ion channels, kinases, 

phosphatases, and synaptic proteins involved in ubiquitination, trafficking, and receptor 

endocytosis, and over 90 genes that are as of yet uncharacterized (Figure 1.12; Lin et al., 

2008). In order to make progress toward understanding the mechanistic link between 

Npas4 expression and inhibitory synapse reorganization, target genes were identified via 

chromatin immunoprecipitation sequencing (ChIP-seq) and RNA sequencing (RNA-seq) 

that had NPAS4 bound close to the gene and where mRNA transcribed near the NPAS4 

peak was strongly induced. This list of target genes is enriched for secreted molecules 

and proteins involved in the processing and trafficking of secreted molecules, opening the 

possibility that NPAS4 initiates communication with presynaptic neurons via a secreted 

factor. For these candidates, short hairpin-mediated knockdown was performed in 

hippocampal organotypic cultures in order to identify putative target genes that affect 

mIPSC frequency or amplitude, resulting in 16 genes that might mediate the effects of 
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Npas4 expression on inhibitory synapse reorganization (Bloodgood et al., 2013). 

Therefore, despite the identification of putative Npas4 target genes involved in inhibitory 

synapse regulation in vitro, it remains unknown how the expression of Npas4 mediates 

domain-specific inhibitory synapse structural plasticity in behaving animals, and, 

importantly, whether the relevant inhibitory synapses arise from functionally distinct 

subtypes of dendrite-targeting interneurons. 

Conclusions and perspectives 

 The discovery that Npas4 does not simply provide homeostatic regulation of 

excitability, but instead regulates inhibitory synapses domain-specifically in hippocampal 

PNs, suggests that Npas4 expression might profoundly affect information processing in 

the postsynaptic neuron. Furthermore, this opens the door to the possibility that Npas4-

mediated regulation of inhibitory synapses might have even more layers of specificity, 

down to the level of individual interneuron subtypes. For example, Npas4 expression 

increases the number of inhibitory synapses onto the somata of PNs in CA1 (Bloodgood 

et al., 2013). Somatic inhibition in the hippocampus is provided by two interneuron 

subtypes with distinct and well-studied roles in the hippocampal circuit, CCKBCs and 

PVBCs. Does Npas4 recruit both subtypes of inhibitory synapses to PN somata, or is it 

possible that activity-dependent Npas4 expression recruits synapses from only one basket 

cell subtype? The answer to this question is fundamental to understanding how activity-

dependent Npas4 expression changes information processing by individual postsynaptic 

PNs and ultimately how NPAS4 alters a PNs role in the hippocampal circuit. Luckily, in 

the case of somatic inhibition, many molecular and pharmacological tools exist that can 
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reliably distinguish between CCKBCs and PVBCs, making this question experimentally 

tractable. 

 Similar to somatic inhibition, inhibitory synapses formed onto the proximal apical 

dendrites in SR, the other PN domain in which Npas4 regulates inhibitory synapses, are 

made predominantly by two interneuron subtypes, the cholecystokinin-expressing 

Schaffer Collateral-Associated IN (SCA) and the parvalbumin-expressing bistratified IN. 

Unfortunately, while much is known about the functional role of dendritic inhibition in 

general, the specific roles of individual dendrite-targeting interneuron subtypes are not as 

well-understood as their soma-targeting counterparts. Furthermore, less is known about 

the receptor and channel expression profiles of dendritic interneurons in the 

hippocampus, resulting in fewer pharmacological and molecular tools with which to 

target these cell types. Currently, therefore, answering this question requires a candidate-

based approach in which strength of inhibition between individual INs and PNs is 

recorded and subtypes identified post hoc based on morphology, physiology, and 

molecular expression profiles. 

 The experiments described in Chapter 2 take advantage of electrophysiological, 

pharmacological, and molecular tools to address the question of how activity-dependent 

Npas4 expression regulates somatic inhibition by CCKBCs and PVBCs onto CA1 PNs. 

The results show that Npas4 exclusively regulates somatic inhibition by CCKBCs, while 

PVBC synapses are unaffected. This finding suggests many interesting hypotheses 

regarding how activity-dependent Npas4 expression might shape activity patterns and 

plasticity. Indeed, we demonstrate that this Npas4-mediated recruitment of somatic 

CCKBC synapses results in an increase in the proportion of somatic inhibition received 
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by a PN that is susceptible to DSI. The next steps are to 1) work out the mechanistic link 

between Npas4 expression and recruitment of CCKBC synapses, 2) to understand the 

complete consequences of CCKBC synapse recruitment on hippocampal circuit function, 

including how place cell activity might be shaped by this phenotype, and 3) to investigate 

the interneuron subtypes that make the synapses regulated by Npas4 expression in the 

proximal dendrites. Hypotheses and preliminary data toward these goals are discussed in 

Chapter 3. 
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Figure 1.1 Place cell in the rodent hippocampus 

An example of a hippocampal pyramidal cell showing place cell activity. (Left) The 

black trace shows a rat’s trajectory throughout a square arena, with spike locations shown 

as red dots. (Right) Rate map of the cell’s firing with red showing high activity and blue 

showing low activity. Reprinted with permission from Moser, M. B., Rowland, D. C., & 

Moser, E. I. (2015). Place cells, grid cells, and memory. Cold Spring Harb Perspect Biol, 

7(2), a021808. doi:10.1101/cshperspect.a021808. 
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Figure 1.2 The “tri-synaptic loop” of the rodent hippocampus. 

The entorhinal cortex (EC) is the recipient of a large portion of the neocortical inputs to 

the hippocampal formation, and in turn it provides the major input to the hippocampus. 

The axons of its layer II principle cells form the perforant path, which provides the 

predominant input to the DG and also projects to CA3, while the layer III principle cells 

send a direct projection to CA1. The principle cells of the dentate gyrus (DG), the granule 

cells, then send their mossy fiber axons to the PNs of CA3, which in turn provide the 

second major input to the PNs of CA1 via the Schaffer Collateral pathway. This circuit 

from the EC to DG to CA3 to CA1 composes the hippocampal “tri-synaptic loop”. The 

PNs of region CA1 form the major output of the hippocampus. Reprinted with permission 

from Neves, G., Cooke, S. F., & Bliss, T. V. (2008). Synaptic plasticity, memory and the 

hippocampus: a neural network approach to causality. Nat Rev Neurosci, 9(1), 65-75. 

doi:10.1038/nrn2303. 
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Figure 1.3 Layers of hippocampal area CA1 

The principal cell layer in CA1, the pyramidal cell layer (PCL), is tightly packed with 

somata of PNs. The layer located deep to the PCL, called stratum oriens (SO), is home to 

several types of local INs, the basal dendrites of the CA1 PNs, and one portion of the 

Schaffer Collateral projection from CA3. Located deep to SO is the alveus, containing 

the axons from the CA1 PNs making their way out of the hippocampus. Superficial to the 

PCL, where the proximal apical dendrites of PNs are located, is stratum radiatum (SR). 

SR contains the other portion of the CA3 to CA1 Schaffer Collateral connection, which 

synapses in SR on the proximal apical dendrites of CA1 PNs, as well as on local INs. 

Next to SR and forming the most superficial layer of the CA1 region is stratum 

lacunosum-moleculare (SLM), home to the perforant path projections from the EC 

directly to CA1, which synapse on the distal apical dendrites of CA1 PNs, as well as local 

INs. 
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Figure 1.4 Interneuron diversity in the hippocampus 

Interneurons form an extremely diverse group; there are over 20 unique interneuron 

subtypes in the hippocampus alone. This subtype classification is based on 

morphological, immunohistochemical, physiological, and pharmacological features, all of 

which contribute to the specialized role each subtype plays within the local circuit 

Functional distinctions between interneuron subtypes begin with which of four 

postsynaptic PN compartment they contact (soma, axon initial segment, proximal 

dendrites, or distal dendrites). GABAergic synapses provide the sole input to the somata 

and axon initial segments of PNs, while PN dendrites are innervated both by local 

GABAergic input and excitatory input from the entorhinal cortex, upstream hippocampal 

subregions, and thalamus. From Klausberger, T. and Somogyi, P. (2008). Neuronal 

diversity and temporal dynamics: the unity of hippocampal circuit operations. Science 

321(5885):53-57. Reprinted with permission from AAAS.  
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Figure 1.5 Morphology and intrinsic physiological signatures of CCK and PV 

basket cells 

Somatic inhibition in CA1 is provided by cholecystokinin-expressing and parvalbumin-

expressing basket cells (CCKBCs and PVBCs, respectively) that can be differentiated by 

their intrinsic physiological properties. (A) Both CCKBCs (red) and PVBCs (blue) have 

dense axon ramifying along the pyramidal cell layer and dendrites that extend into 

stratum radiatum and stratum Lacunosum-moleculare. (B) PVBCs have very fast 

membrane time constants (~10 ms) and low input resistance (Glickfeld and Scanziani, 

200), while CCKBCs have slower time constants (~25 ms) and higher input resistance 

(Glickfeld and Scanziani, 2006; Cea-del Rio et al., 2010). (C) PVBCs fire fast, non-

accommodating trains of action potentials (APs) in response to depolarizing current 

injections. CCKBCs, on the other hand, fire moderately-paced, strongly accommodating 

APs. Reprinted with permission from Glickfeld, L. L., & Scanziani, M. (2006). Distinct 

timing in the activity of cannabinoid-sensitive and cannabinoid-insensitive basket cells. 

Nat Neurosci, 9(6), 807-815. doi:10.1038/nn1688. 
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Figure 1.6 Depolarization-induced suppression of inhibition (DSI) at CCKBC-PN 

synapse 

When a postsynaptic PN is active, it synthesizes and releases endogenous cannabinoids, 

which signal retrogradely to the presynaptic CCKBC bouton by binding CB1Rs. CB1R 

activation results in antagonism of synaptic voltage-gated calcium channels, causing a 

temporary reduction in GABAergic release from the synapse, a form of short-term 

plasticity known as depolarization-induced suppression of inhibition (DSI). This form of 

short term inhibitory plasticity is expressed at CCKBC-PN synapses in the hippocampus 

(Katona et al., 1999; Wilson and Nicoll, 2001; Glickfeld and Scanziani, 2006; Neu et al., 

2007). 
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Figure 1.7 Charateristics of some well-known IEGs 

The immediate-early gene (IEG) family is the first group of genes to be transcribed after 

a neuron is active. This group of genes includes transcription factors, cytoskeletal 

proteins, growth factors, metabolic enzymes, and signal transduction pathway 

components. Many of these genes are associated with plasticity and are rapidly and 

selectively upregulated in brain regions associated with learning and memory, such as the 

hippocampus. Reprinted with permission from Sun, X., & Lin, Y. (2016). Npas4: Linking 

Neuronal Activity to Memory. Trends Neurosci, 39(4), 264-275. 

doi:10.1016/j.tins.2016.02.003. 
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Figure 1.8 Activity-dependent expression of Arc mRNA and trafficking to dendrites 

and spines 

The IEG Arc is expressed in neurons following neural activity. Its mRNA can be 

observed in nuclei within minutes of neural activity and quickly translocates into the 

cytoplasm and subsequently the dendrites of active cells, where it can be observed in 

spines near active synapses. (A) Arc mRNA (red) in the rat dentate gyrus under basal 

conditions. (B) Arc mRNA two hours after electroconvulsive seizure. (C) Localization of 

Arc mRNA to the middle molecular layer of the dentate gyrus after high-frequency 

stimulation of the medial perforant path. (D-F) High magnification images of A-C. (G) 

Arc mRNA particles in a dendrite from a cultured neuron. (H) Higher magnification view 

of an Arc particle at the base of a dendritic spine. (I) In situ hybridization for Arc mRNA 

two hours after LTP induction by 20 high frequency trains. Reprinted with permission 

from Steward, O., Farris, S., Pirbhoy, P. S., Darnell, J., & Driesche, S. J. (2014). 

Localization and local translation of Arc/Arg3.1 mRNA at synapses: some observations 

and paradoxes. Front Mol Neurosci, 7, 101. doi:10.3389/fnmol.2014.00101 
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Figure 1.9 Npas4 is selectively expressed in response to calcium influx 

In the brain, Npas4 is expressed solely in response to increased intracellular calcium 

associated with neural activity. This is in contrast to other IEGs, including c-fos, that can 

be induced by cytokines, growth factors, neurotrophins, and elevated protein kinase A 

activity. Reprinted with permission from Lin, Y., Bloodgood, B. L., Hauser, J. L., Lapan, 

A. D., Koon, A. C., Kim, T. K., . . . Greenberg, M. E. (2008). Activity-dependent 

regulation of inhibitory synapse development by npas4. Nature, 455(7217), 1198-1204. 

doi:10.1038/nature07319. 
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Figure 1.10 Npas4 is induced in the mouse visual cortex in response to visual stimuli 

In vivo, Npas4 is expressed in brain regions in response to salient stimuli. (Right) In the 

visual cortex of dark-reared mice, Npas4 mRNA is expressed in neurons after exposure to 

visual stimuli. (Left) Quantification of Npas4 mRNA levels in visual cortex and 

hippocampus after exposure to light. Reprinted with permission from Lin, Y., Bloodgood, 

B. L., Hauser, J. L., Lapan, A. D., Koon, A. C., Kim, T. K., . . . Greenberg, M. E. (2008). 

Activity-dependent regulation of inhibitory synapse development by npas4. Nature, 

455(7217), 1198-1204. doi:10.1038/nature07319.  
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Figure 1.11 Npas4 regulates inhibition in a domain-specific manner in CA1 

(A) Acute hippocampal slices were made from Npas4 conditional knock out mice in 

which a sparse population of knockout (KO) neurons was generated with expression of a 

Cre virus. Inhibitory postsynaptic currents (IPSCs) were evoked in all layers across the 

somato-dendritic axis in CA1. (B-E) In mice from standard housing, in which Npas4 

expression is almost absent, wild type (WT) and Npas4 KO pyramidal neurons have 

similar amplitude IPSCs evoked by stimulating in all layers across the somato-dendritic 

axis in CA1. (F-I) In mice housed in an enriched environment, stimulation in the PCL 

generates smaller IPSCs in Npas4 KO neurons than in WT PNs. By contrast, stimulation 

in SR generates larger IPSCs in Npas4 KO neurons relative to WT neurons. No 

difference was detected when slices were stimulated in SO or SLM. Reprinted with 

permission from Bloodgood, B. L., Sharma, N., Browne, H. A., Trepman, A. Z., & 

Greenberg, M. E. (2013). The activity-dependent transcription factor npas4 regulates 

domain-specific inhibition. Nature, 503(7474), 121-125. doi:10.1038/nature12743  
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Figure 1.12 Putative Npas4 target genes 

As a transcription factor, Npas4 has the potential to regulate numerous downstream target 

genes and affect many aspects of cell biology. (A) 270 unique genes were identified via 

DNA microarray that were upregulated or downregulated in control neurons relative to 

neurons in which Npas4 was knocked down. (B) These potential Npas4 target genes 

include other IEGs, other transcription factors, channel proteins, kinases, phosphatases, 

and synaptic proteins involved in ubiquitination, trafficking, and receptor endocytosis, 

and over 90 genes that are as of yet uncharacterized. (C) BDNF expression is reduced by 

Npas4 knockdown. (D) BDNF levels are constitutively reduced in Npas4 knockout mice 

relative to wildtype littermates. (E) NPAS4 interacts with two BDNF promoters in 

stimulated cells. Reprinted with permission from Lin, Y., Bloodgood, B. L., Hauser, J. L., 

Lapan, A. D., Koon, A. C., Kim, T. K., . . . Greenberg, M. E. (2008). Activity-dependent 

regulation of inhibitory synapse development by npas4. Nature, 455(7217), 1198-1204. 

doi:10.1038/nature07319.  
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Chapter 2. The IEG Npas4 recruits CCK basket cell synapses and enhances-

mediated plasticity in the mouse hippocampus 

Summary 

 Experience-dependent expression of immediate-early gene transcription factors 

can transiently change the transcriptome of active neurons and initiate persistent changes 

in cellular function. However, the impact of inducible transcription factors (ITFs) on 

circuit connectivity and function is poorly understood. We investigate the specificity with 

which the ITF NPAS4 governs experience-dependent changes in inhibitory synaptic input 

onto CA1 pyramidal neurons (PNs). We show that novel sensory experience selectively 

enhances somatic inhibition mediated by cholecystokinin-expressing basket cells 

(CCKBCs) in an NPAS4-dependent manner. NPAS4 specifically increases the number of 

synapses made onto PNs by individual CCKBCs without altering synaptic properties. 

Additionally, we find that sensory experience-driven NPAS4 expression enhances 

depolarization-induced suppression of inhibition (DSI), a short-term form of 

cannabinoid-mediated plasticity expressed at CCKBC synapses. Our results indicate that 

CCKBC inputs are a major target of the NPAS4-dependent transcriptional program in 

PNs and that NPAS4 is an important regulator of plasticity mediated by endogenous 

cannabinoids. 

 

Introduction 

 Immediate-early gene (IEG) transcription factors are expressed in response to 

sensory experiences and are routinely used to identify task-relevant neurons (Bullitt, 

1990; Guenthner, Miyamichi, Yang, Heller, & Luo, 2013; Renier et al., 2016; Ye et al., 
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2016), including those associated with memory formation and behavioral plasticity (Alen, 

Ramirez-Lopez, Gomez de Heras, Rodriguez de Fonseca, & Orio, 2013; Cai et al., 2016; 

Cowansage et al., 2014; Garner et al., 2012; Mayford & Reijmers, 2015). In spite of their 

wide-spread use as tools, surprisingly little is known about how inducible transcription 

factors (ITFs) alter connectivity between specific neuron subtypes, influence plasticity, or 

impact circuit function (Minatohara, Akiyoshi, & Okuno, 2015). 

 The ITF neuronal PAS domain protein 4 (NPAS4) is expressed exclusively in 

response to membrane depolarization (Lin et al., 2008), explicitly linking it to the activity 

history of the neuron. Behaviorally-induced NPAS4 directs the reorganization of 

inhibition along the somato-dendritic axis of hippocampal PNs, enhancing somatic 

inhibition and reducing inhibition in the proximal dendrites (Bloodgood, Sharma, 

Browne, Trepman, & Greenberg, 2013). NPAS4 is therefore poised to convert transient 

increases in neuronal activity into long-lasting changes in how PNs are functionally 

embedded in the local inhibitory circuit. However, whether expression of NPAS4 in PNs 

leads to the regulation of synapses made by specific inhibitory neuron subtypes is 

unknown. 

 Inhibitory neuron subtypes are highly heterogeneous, each with distinct functions 

within the local circuit. In CA1 of the hippocampus, somatic inhibition is provided by 

cholecystokinin- (CCK) and parvalbumin (PV)-expressing basket cells (BCs), which 

have distinct and complementary roles in gating PN output. This provides a straight-

forward system in which to ask if NPAS4 regulates distinct subtypes of inhibitory inputs. 

Fast-spiking PVBCs provide reliable, precisely timed neurotransmission in response to 

predominantly feedforward synaptic input (Glickfeld & Scanziani, 2006), positioning 
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them to finely regulate the timing of PN action potential (AP) firing (Pouille & Scanziani, 

2001). In contrast, CCKBCs elicit slower and less reliable, asynchronous inhibition 

(Daw, Tricoire, Erdelyi, Szabo, & McBain, 2009; Hefft & Jonas, 2005) in response to the 

summation of both feedforward and feedback synaptic input (Glickfeld & Scanziani, 

2006). Importantly, CCKBCs express a variety of neuromodulatory receptors, including 

cannabinoid receptors (CB1Rs) localized to their axon terminals (Dudok et al., 2015; 

Glickfeld, Atallah, & Scanziani, 2008; Katona et al., 1999). Indeed, activation of CCKBC 

CB1Rs by endocannabinoids, released from postsynaptic PNs, underlies depolarization-

induced suppression of inhibition (DSI) (Wilson & Nicoll, 2001), a form of retrograde 

signaling that confers onto active PNs a transient window of increased excitability and 

plasticity (Carlson, Wang, & Alger, 2002; Chevaleyre & Castillo, 2004; Zhu & Lovinger, 

2007). Activity-driven NPAS4 expression increases somatic inhibition onto PNs, but it is 

unknown whether this synaptic regulation is interneuron subtype-specific. Given the 

marked differences between PV- and CCKBCs, the functional significance of experience-

driven modulation of somatic inhibition will be determined by the subtype(s) of basket 

cells regulated by NPAS4-expression.  

 Using behavioral manipulations in combination with electrophysiological, 

pharmacological, and anatomical approaches, we show that novel sensory experiences 

selectively increase the number of inhibitory synapses made by individual CCKBCs onto 

CA1 PNs through an NPAS4-dependent mechanism. Moreover, we find that this 

interneuron subtype-specific circuit change strongly enhances DSI expression by active 

PNs. 
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Results 

Npas4 is expressed in response to environmental enrichment 

 We manipulated the sensory experiences of juvenile wild-type (WT) mice by 

housing littermates in an enriched environment (EE), consisting of a running wheel and 

several novel objects that were regularly refreshed (Figure 2.1A, see Methods for 

details). After four days in EE, hippocampi were removed, sectioned, and immunostained 

with antibodies recognizing NPAS4 and the neuronal marker NeuN. Comparable 

immunostaining was performed on sections from age-matched mice housed in 

unenriched, standard environments (SE). We observed a significant increase in NPAS4-

positive neurons in CA1 from mice allowed to explore an EE relative to those maintained 

in an SE (Figure 2.1B-C; SE: 3.4 ± 0.6 %, EE: 11.2 ± 0.5%; p<0.001, Mann-Whitney U 

Test), similar in magnitude to what has been previously reported (Bloodgood et al., 2013) 

and  indicating that many CA1 cells were recently active. As NPAS4 protein is rapidly 

produced and degraded (Lin et al., 2008), this is likely a significant underestimate of the 

percentage of neurons that expressed NPAS4 over the duration of the four days in EE.  

 Recent studies indicate functional distinctions between PNs in the superficial 

(closest to stratum radiatum, SR) and deep (closest to stratum oriens, SO) subregions of 

CA1 (Geiller, Royer, & Choi, 2017), including gene expression profiles (Cembrowski, 

Wang, Sugino, Shields, & Spruston, 2016), firing  patterns (Baimbridge, Peet, 

McLennan, & Church, 1991), and connectivity with excitatory (Masurkar et al., 2017) 

and inhibitory neurons (Lee et al., 2014; Valero et al., 2015). We therefore asked whether 

superficial and deep CA1 PNs express NPAS4 equivalently in response to exploration of 

an EE. We observed no significant difference in the percentage of NPAS4-positive cells 
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between these subregions (Figure 2.2; superficial: 11.3% ± 0.8 of neurons, deep: 10.3% 

± 1.0 of neurons, p=0.662, Mann-Whitney U Test), suggesting that experience-driven 

NPAS4 expression is similar among superficial and deep CA1 PNs. 

 

NPAS4 underlies an experience-dependent enhancement of somatic inhibition in 

superficial CA1 

 We visualized somatic inhibitory synapses in CA1 using immunohistochemistry 

and made the unexpected observation that NPAS4 expression most prominently affects 

inhibitory synapses onto superficial CA1 pyramidal cells. The CA1 region of the 

hippocampus from Npas4
f/f

 mice was densely infected with adeno-associated viruses 

(AAV) encoding mRFP (AAV-mRFP) in one hemisphere and Cre-GFP (AAV-Cre-GFP) 

in the other, enabling within animal comparisons of wild type (WT) and Npas4 knockout 

(KO) hemispheres (Figure 2.1D), respectively. Four days after surgery, allowing time for 

virus expression, Npas4 excision, and degradation of preexisting NPAS4 protein, mice 

were housed for an additional four days in SE or EE, then hippocampi were removed, 

fixed, and sectioned. To detect inhibitory synapses, sections in which >95% of PNs were 

infected were stained with antibodies recognizing presynaptic vesicular GABA 

transporter (VGAT) protein and the inhibitory postsynaptic scaffolding protein gephyrin. 

The overlap of immunofluorescence within the pyramidal cell layer was quantified as a 

proxy for somatic inhibitory synapses.  

 In mice housed in SE, WT and KO hemispheres had equivalent 

immunofluorescence (Figure 2.1E-F; WT: 208.0 ± 4.4 A.U., KO: 203.8 ± 5.6 A.U.; 
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p>0.05, ANOVA with Bonferroni post hoc test), indicating somatic inhibition of WT and 

KO neurons is similar in mice maintained in SE. In contrast, and consistent with what has 

been described previously (Bloodgood et al., 2013), we detected a highly significant 

NPAS4-dependent increase in somatic inhibitory synapses in tissue from mice housed in 

EE (Figure 2.1E-F; WT: 277.3 ± 14.2 A.U., KO: 209.4 ± 6.8 A.U., p<0.001, ANOVA 

with Bonferroni post hoc test). Surprisingly, analyzing superficial and deep subregions 

separately revealed that the increase in inhibitory synapses was significant only within 

superficial, and not deep, CA1, despite comparable experience-driven NPAS4 expression 

in both subregions (Figure 2.1G; superficial – WT: 60.5 ± 4.5 A.U., 107.8 ± 14.0 A.U., 

KO: 57.8 ± 15.7 A.U., 60.0 ± 7.7; deep – WT: 147.5 ± 7.3 A.U., 163.4 ± 8.7 A.U., KO: 

143.5 ± 5.4 A.U., 157.2 ± 4.7 A.U. for SE and EE, respectively, superficial WT vs KO 

for EE p<0.001, p>0.05 for all other comparisons).   

 Does this sublayer-specific change in immunofluorescence translate into a 

sublayer-specific change in synaptic response? We next asked if novel sensory 

experiences lead to the enhancement of somatic inhibitory postsynaptic currents (IPSCs) 

preferentially within superficial CA1. To answer this question, the CA1 region of the 

hippocampus was infected with AAV-Cre-GFP to generate a sparse population of Npas4 

KO neurons within a larger population of WT neurons (Figure 2.1H). Four days after 

virus injection, animals were housed in an SE or EE for four to seven days and then acute 

hippocampal slices were prepared. Simultaneous whole-cell voltage clamp recordings 

were obtained from neighboring WT and Npas4 KO PNs within superficial or deep 

subregions of CA1. Inhibitory postsynaptic currents were evoked (eIPSCs) by focal 

stimulation of axons in the pyramidal cell layer and monosynaptic inhibitory currents 
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were isolated by bath application of NMDA and AMPA receptor antagonists (Figure 

2.1I, 10 µM CPP and NBQX, respectively). Consistent with our immunohistochemistry 

data, we measured no systematic difference in eIPSC amplitudes between WT and KO 

neurons in mice from SE (Figure 2.1J and M; WT: 1059.9 ± 198.9 pA, KO: 1119.8 ± 

192.5 pA, p=0.93, Wilcoxon Signed-rank Test). However, housing mice in an EE 

resulted in considerably larger eIPSCs in WT neurons relative to neighboring Npas4 KO 

neurons when the pair of PNs was localized to superficial CA1 (Figure 2.1K and M; 

WT: 1035.3 ± 196.9 pA, KO: 715.2 ± 116.1 pA, p=0.04, Wilcoxon Signed-rank Test). 

No significant difference in eIPSC amplitude was measured when recording from 

neighboring WT and KO neurons in deep CA1 (Figure 2.1L and M; WT: 1146.4 ± 

150.6 pA, KO: 1011.1 ± 194.5 pA, p=0.37, Wilcoxon Signed-rank Test). Thus, 

experience-driven NPAS4 expression increases somatic inhibitory currents preferentially 

in superficial CA1 PNs. 

 

NPAS4 exclusively regulates CCKBC, not PVBC, synapses in CA1 

 Recent work has revealed new aspects of the precision with which basket cells 

innervate postsynaptic targets, including basket cell subtype-specific preferences for PNs 

in superficial or deep CA1. Inhibition from CCKBCs is stronger onto superficial CA1 

PNs ((Lee et al., 2014; Valero et al., 2015), while PVBCs provide stronger inhibition to 

PNs in deep CA1 (Lee et al., 2014) However, it is unclear if these synaptic preferences 

are influenced by expression of NPAS4 in postsynaptic PNs.  
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 To determine whether the NPAS4-dependent increase in somatic inhibition 

observed in superficial CA1 is attributed to CCK or PVBC synapses exclusively or 

inhibitory synapses in general, we took advantage of key molecular differences between 

these populations of neurons to visualize inhibitory synapses. Synapses made by CCK 

and PVBCs can be distinguished immunohistochemically via the mutually exclusive 

expression of the presynaptic cannabinoid receptor (CB1R) and calcium binding protein 

parvalbumin (PV), respectively (Figure 2.3A). Thus, we visualized inhibitory synapses 

made by CCK or PVBCs by staining sections with antibodies recognizing VGAT, 

gephyrin, and CB1R or PV and quantified the triple overlap to measure synapses made 

by the respective cell type. Importantly, neither Cnr1 nor Pvalb genes, encoding CB1R or 

PV, respectively, appear to be direct targets of NPAS4 (Lin 2008). Furthermore, only a 

fraction CCK- and PV-expressing neurons induce NPAS4 in response to depolarization 

(Spiegel et al., 2014). Finally, within-animal comparisons of Npas4 WT and KO 

hemispheres control for potential experience-dependent differences in CB1R or PV 

expression levels (Donato et al., 2013).  

 Immunofluorescence corresponding to CCKBC synapses was equivalent between 

Npas4 WT and KO hemispheres, in both superficial and deep CA1, when mice were 

housed in SE (Figure 2.3B-C; SE: superficial – WT: 68.93 ± 3.09 A.U., KO: 66.85 ± 

7.65 A.U.; deep – WT: 37.91 ± 3.00 A.U., KO: 36.47 ± 2.23 A.U., p>0.05 for all 

comparisons, ANOVA with Bonferroni post hoc test). Increased sensory experience 

associated with EE, however, lead to a significant increase in immunofluorescence in 

superficial CA1 from WT hemispheres that were not present in the KO hemispheres 

(Figure 2.3B-C; EE: superficial – WT: 159.51 ± 28.30 A.U., KO: 67.87 ± 9.45 A.U., 
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p<0.001, ANOVA with Bonferroni post hoc test). No significant change was detected in 

deep CA1 (EE: deep – WT: 40.43 ± 3.38 A.U., KO: 36.24 ± 3.05 A.U., p>0.05, ANOVA 

with Bonferroni post hoc test). These data suggest that activity-driven NPAS4 expression 

impacts CCKBC synapses and recapitulates our results from evaluating all somatic 

inhibitory synapses. 

 In order to determine whether this change in the immunofluorescent detection of 

CCKBC synapses translates into changes in functional connectivity, we sought to directly 

measure inhibition from CCKBCs onto CA1 PNs. Stimulation of axons in the cell body 

layer produces an eIPSC that is a mixture of CCK and PVBC inputs. These cell types 

utilize distinct subtypes of voltage-gated calcium (Ca) channels (VGCCs) to trigger 

neurotransmitter release (N- and P/Q-type, respectively; Figure 2.3A; (Hefft & Jonas, 

2005; Poncer, McKinney, Gahwiler, & Thompson, 1997), enabling the pharmacological 

isolation of CCKBC neurotransmission by blocking P/Q-type VGCCs (300 nM ω-

agatoxin IVA, Mintz et al., 1992). Juvenile mice were stereotaxically infected with AAV-

Cre-GFP in order to generate a sparse population of Npas4 knockout neurons in CA1 (as 

in Figure 2.1H). After four days, mice were housed in an EE for an additional four days 

and acute slices were prepared as above. In superficial CA1, when P/Q-type VGCCs 

were antagonized and eIPSCs were evoked by electrical stimulation of axons in the 

pyramidal cell layer, eIPSCs originating from CCKBCs were ~30% smaller in Npas4 KO 

neurons than neighboring WT neurons (Figure 2.3D and F; WT: 552.47 ± 104.75 pA, 

KO: 389. 80 ± 121.90 pA, p=0.03, Wilcoxon Signed-rank Test). Similar recordings made 

from PNs in deep CA1 revealed a trend towards WT neurons having larger eIPSC, 

although the difference was not significant (Figure 2.3E and F; WT: 1402.8 ± 341.2, KO 
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1081.1 ± 231.9, p=0.12, Wilcoxon Signed-rank Test). Thus, novel sensory experiences 

drive an Npas4-dependent increase in CCKBC input onto CA1 PNs that is most 

pronounced in superficial CA1 PNs. 

 

 NPAS4-dependent regulation of CCKBC inputs does not preclude the possibility 

that NPAS4 expression may also regulate PVBC inputs. To test possibility, we performed 

analogous experiments to those described above, but with immunostaining for PV and 

pharmacological isolation of PVBC neurotransmission by antagonizing N-type VGCCs 

(1 µM ω-conotoxin GVIA, Figure 2.3A) to prevent neurotransmission from CCKBCs. 

We did not detect any experience- or NPAS4-dependent change in PVBC synapses 

visualized immunohistochemically (Figure 2.4A-B; SE:  superficial – WT: 53.68 ± 4.88 

A.U., KO: 56.34 ± 13.13 A.U.; deep – WT: 116.15 ± 9.31 A.U., KO: 119.94 ± 5.85 A.U.; 

EE: superficial – WT: 55.76 ± 5.30 A.U., KO: 54.86 ± 1.94 A.U.; deep – WT: 136.32 ± 

8.25 A.U., KO: 127.93 ± 14.02 A.U.; p>0.05 for all comparisons, ANOVA with 

Bonferroni post hoc test). Moreover, we observed no difference in eIPSC amplitudes 

recorded from Npas4 WT and KO neuron neighbors when transmission from PVCBs was 

pharmacologically isolated (Figure 2.4C; WT: 679.55 ± 150.68 pA, KO: 738.63 ± 

179.41 pA, p=0.65, Wilcoxon Signed-rank Test). These results indicate that expression of 

NPAS4 in active CA1 PNs leads to the selective increase of CCKBC inputs without 

significantly impacting PVBC synapses. 
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NPAS4 strengthens CCKBC input by increasing the number of synapses made by 

individual CCKBCs onto a PN 

 We next sought to determine if the mechanism underlying the regulation of 

CCKBC synapses by NPAS4 involves changes in synapse number, synaptic strength, 

release probability, or a combination of synaptic changes. First, to determine how 

expression of NPAS4 in PNs drives an increase in the strength of inhibition, we recorded 

from pairs of synaptically connected CCKBCs and PNs. Though genetic strategies exist 

to visually identify CCK-expressing inhibitory neurons, including Cre- and Flp-

dependent intersectional strategies (Basu et al., 2013), these methods are incompatible 

with our use of Cre to manipulate Npas4 in Npas4
f/f

 animals as they would result in the 

excision of Npas4 from CCK inhibitory neurons. To circumvent this limitation, we 

identified CCKBCs by a combination of their location, electrophysiological signatures, 

and morphology. We sparsely manipulated Npas4, as described above, and housed the 

animals in an EE to reveal NPAS4-dependent changes in CCKBC inhibition. Acute slices 

were prepared and whole-cell current clamp recordings made from putative CCK 

antagonized CB1Rs and remove the confound of tonic activation of the receptor on 

uIPSC properties. We took advantage of the distinct intrinsic electrophysiological 

properties of CCK and PV inhibitory neurons to distinguish between the two classes of 

neurons. Non-infected (WT) cells were targeted that had large somata in superficial CA1 

or stratum radiatum (Bartos & Elgueta, 2012; Wisden et al., 2002) and electrical 

properties consistent with a CCK, and not PV, inhibitory neuron identity (Figure 2.5A-

C; (Glickfeld & Scanziani, 2006; Wisden et al., 2002). Inhibitory neurons were filled 
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with biocytin through the patch pipette for post hoc morphological analysis (Figure 

2.6D-F, Figure 2.7B).   

 After identifying an inhibitory neuron with CCK-like electrical properties, we 

established a whole-cell recording from a synaptically connected WT or KO PN and 

measured the unitary inhibitory postsynaptic current (uIPSC) evoked in response to a 

single AP (Figure 2.5D and E, Figure 2.6A). CCK inhibitory neurons are themselves a 

heterogeneous population of neurons in CA1, comprised of basket cells and dendrite-

targeting Schaffer collateral-associated (SCA) inhibitory neurons. To eliminate the latter 

from our analysis, which have largely indistinguishable physiological properties to 

CCKBCs (Cope et al., 2002), we excluded pairs for which the uIPSC success rate was 

less than 60% (Figure 2.6B-C; (Younts & Castillo, 2014). These putative SCA neurons 

tended to evoke smaller amplitude uIPSCs with slower rise times (Figure 2.6A-C), 

consistent with currents that are filtered by extensive stretches of dendrite (Maccaferri, 

Roberts, Szucs, Cottingham, & Somogyi, 2000). Lastly, when possible, the presynaptic 

neurons’ morphology was reconstructed (Figure 2.6D-F) and pairs omitted if the 

presynaptic neuron did not have a basket cell-like morphology (for example Figure 

2.6F). Based on these criteria, we analyzed properties of synaptic connectivity between 

CCKBCs and WT or Npas4 KO PNs. 

 We measured significantly different uIPSC amplitudes in postsynaptic WT and 

KO PNs in response to single APs evoked in a CCKBC. On average, uIPSC amplitudes 

in WT PNs were more than twice as large as those measured in KO PNs (Figure 2.5E-G; 

WT = 450.64 ± 127.29 pA, KO = 183.97 ± 62.70 pA, p=0.044, Mann-Whitney U Test), 

demonstrating that NPAS4 increases the strength of individual CCKBC-PN connections. 
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Despite different uIPSC amplitudes, the rise times (10-90% of peak) and decay time 

constants (τ) of the currents were indistinguishable between the two genotypes (Figure 

2.5G-I; rise time – WT: 1.13 ± 0.10 ms, KO: 1.06 ± 0.09 ms, p=0.92; τ - WT: 14.35 ± 

0.83 ms, KO: 13.45 ± 1.01 ms, p=0.49, Mann-Whitney U Test), suggesting that the 

synapses made onto WT and KO PNs have similar postsynaptic receptor compositions 

(Gingrich, Roberts, & Kass, 1995; Lavoie & Twyman, 1996; Mody & Pearce, 2004; 

Thomson, Bannister, Hughes, & Pawelzik, 2000).  

 We next sought to determine if NPAS4 regulates the numbers of synapses (N), the 

presynaptic probability of release (P), or the magnitude of the postsynaptic response 

(quantal amplitude, Q). We first determined the rate of successes and failures of 

transmission from individual CCKBCs onto WT and KO PNs. While there were few 

failures recorded in both genotypes, uIPSCs recorded in Npas4 KO PNs had a 

significantly lower success rate than WT neurons (Figure 2.8A; WT: 0.94 ± 0.02, KO 

0.82 ± 0.04; p=0.01, Mann-Whitney U Test; 60-100 trials per connected pair, APs evoked 

at 0.1 Hz). One potential explanation for this difference in success rate is that NPAS4 

might regulate release probability at individual CCKBC synaptic contacts. To test this 

possibility, we measured postsynaptic responses to pairs of APs and calculated paired 

pulse ratios (PPRs). Changes in this short-term plasticity are generally attributed to shifts 

in P (Regehr, 2012). However, PPRs were indistinguishable between WT and KO pairs 

for all inter-spike-intervals tested (Figure 2.8B; 20ms – WT: 0.81 ± 0.11, KO: 1.04 ± 

0.18; p=0.65, 50ms – WT: 0.85 ± 0.13, KO: 0.99 ± 0.12; p=0.55, 200ms – WT: 0.83 ± 

0.04, KO: 0.78 ± 0.10, p=0.46, and 1000ms – WT: 0.94 ± 0.07, KO: 0.83 ± 0.17, p=0.34) 

suggesting that the probability of release onto WT and KO neurons is unchanged. 
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Similarly, the latency to uIPSC onset was unchanged between the two PN genotypes 

(Figure 2.9; WT: 1.65 ± 0.12, KO: 1.66 ± 0.17, p=0.80, Mann-Whitney U Test), 

providing further evidence for similar presynaptic organization between synapses 

converging on Npas4 WT and KO neurons (Boudkkazi et al., 2007; Boudkkazi, 

Fronzaroli-Molinieres, & Debanne, 2011; Sabatini & Regehr, 1999). 

 If release probability at CCKBC synapses onto WT and KO neurons is 

indistinguishable, an NPAS4-mediated increase in the number of CCKBC synapses 

formed onto PNs is the most parsimonious mechanism to account for the lower success 

rate of uIPSCs in Npas4 KO neurons (Del Castillo & Katz, 1954). To confirm this and 

investigate possible changes in Q, we calculated the coefficient of variation (CV) and 

variance of the uIPSC amplitude recorded from each PN and compared this to the mean 

uIPSC amplitude. Comparing the CV for each PN’s uIPSC amplitude to the mean 

response revealed a strong negative correlation across all cells, with smaller amplitude 

uIPSCs having larger CVs (Figure 2.8C). The average CV for WT PNs was half that 

measured from KO neurons (Figure 2.8D; WT: 44.17 ± 5.90, KO: 79.40 ± 9.80, 

p=0.008, Mann-Whitney U Test), indicating that the difference in uIPSC amplitudes 

between WT and Npas4 KO neurons is due to a change in N and not Q (Berninger, 

Schinder, & Poo, 1999; Kerchner & Nicoll, 2008; Le Bé, Silberberg, Wang, & Markram, 

2007). Moreover, variance-mean analysis of uIPSC amplitudes shows a linear 

relationship for both CCKBC- WT PN and CCKBC- KO PN pairs (Figure 2.8E; WT: R2 

= 0.89, KO: R2 = 0.84; (Foster & Regehr, 2004). Strikingly, the linear fits of the WT and 

KO data sets are essentially superimposable (slope – WT: 55.55 ± 4.73, KO: 54.91 ± 
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5.46), confirming that the probability of release is unchanged and indicating the quantal 

amplitude is ~55pA in both genotypes (Reid & Clements, 1999).  

 Variance-mean analysis provides an indirect measurement of Q. To measure this 

directly we took advantage of the fact that CCKBCs generate significant asynchronous 

release, which is quantal in nature (Daw et al., 2009; Hefft & Jonas, 2005). A series of 20 

APs were evoked at 40 Hz in the CCKBC and the amplitude of asynchronous events 

quantified during the first 100 ms after the last spike (Figure 2.8F). These amplitudes 

were comparable between WT and KO neurons (Figure 2.8G; WT: 57.37 pA ± 3.62, 

KO: 61.67 pA ± 6.50, p=0.48, Mann-Whitney U Test) and in close agreement with our 

estimate of Q from the variance-mean analysis. Thus, we conclude NPAS4 regulates the 

number of synapses made by an individual CCKBC onto a PN and does not significantly 

change the probability of release at individual synapses or the quantal size. Based on our 

measurements, CCKBCs make, on average, eight synapses onto WT (1-29 synapses) and 

three onto Npas4 KOs neurons (1-13 synapses) in animals exposed to sensory experience. 

 

Sensory experience enhances DSI expression in CA1 PNs through an Npas4-

dependent mechanism  

 Membrane depolarization triggers the production of endocannabinoids by PNs, 

which act retrogradely by binding presynaptic CB1Rs, resulting in the transient 

suppression of inhibitory transmission (DSI) (Wilson & Nicoll, 2001). CCKBCs are 

notable for their expression of CB1Rs and cannabinoid-mediated plasticity (Glickfeld & 

Scanziani, 2006). We thus considered the possibility that animals housed in an EE, which 



 

67 
 

leads to more CCKBC synapses, might have more prominent DSI than those maintained 

in SE. CA1 of Npas4
f/f

 mice was sparsely infected with AAV-Cre-GFP and mice were 

housed in an SE or EE as described above. Spontaneous IPSCs were recorded from WT 

and KO PNs and DSI was induced by switching into current clamp and triggering 30 APs 

at 25 Hz (Dubruc, Dupret, & Caillard, 2013) (Figure 6A-B). In WT PNs from mice 

housed in SE, spontaneous IPSCs were suppressed by approximately 25% (DSI 

magnitude, Figure 2.10C) after the spike train. Notably, the magnitude of DSI in animals 

exposed to EE was nearly two-fold larger relative to animals in SE (Figure 2.10B-C, DSI 

magnitude, WT – SE: 26% ± 7, EE: 48% ± 4, p=0.038, Mann-Whitney U Test). As 

NPAS4 expression in PNs is required for the experience-driven increase in CCKBC 

synapse number, we hypothesized that experience-induced enhancement of DSI would 

also require NPAS4. Indeed, the magnitude of DSI measured in Npas4 KO PNs from SE 

and EE conditions was comparable to that measured in WT neurons in standard 

conditions and significantly less than WT cells in animals exposed to EE (Figure 2.10B-

C, DSI magnitude, KO – SE: 0.31 ± 0.06, EE: 0.29 ± 0.05, EE WT vs EE KO p=0.016, 

Mann-Whitney U Test). Finally, DSI was completely prevented by bath application of the 

CB1R receptor antagonist AM251 (Figure 2.10B-C, DSI magnitude, WT: 0.03 ± 0.07, 

KO: -0.03 ± 0.01, p=0.46, Mann-Whitney U Test), confirming that this effect is due to 

endocannabinoid-mediated DSI. Together, our results support a model of experience-

dependent regulation of CCKBC synapses by postsynaptic NPAS4 expression, and 

demonstrate that NPAS4 enhances endocannabinoid-mediated plasticity in CA1 of the 

hippocampus. 
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Discussion 

 The expression of IEG transcription factors is routinely used to label task-relevant 

neurons, but we have little insight into how these molecules shape neuronal information 

processing and contribute to future representations of an animal’s environment. Npas4 is 

the first known example of an IEG that regulates inhibitory synapses, presenting an 

opportunity for detailed mechanistic investigation of IEG’s role in flexibly adjusting 

circuit operations. Determining the identity of inhibitory synapses regulated by NPAS4 is 

critical for understanding how this IEG could alter circuit function. Additionally, 

uncovering the precise way in which inhibition is enhanced provides a basis for future 

studies aimed at uncovering the molecular mechanism by which NPAS4 achieves this 

strengthening of inhibition. 

 Here, we have taken advantage of mutually exclusive receptor and channel 

expression and electrophysiological signatures of PV- and CCKBCs to reveal the identity 

of somatic inhibitory synapses regulated by NPAS4. We demonstrate that experience-

driven NPAS4 expression recruits synapses made by CCKBCs, but neither environmental 

enrichment nor NPAS4 significantly affects synapses made by PVBCs in CA1 (Figures 

2.3-2.5, Figure 2.7). This phenotype is most prominent in superficial CA1, where 

CCKBCs most extensively synapse, enhancing the gradient of CCKBC inhibition along 

the superficial to deep axis and reinforcing the idea that superficial and deep CA1 PNs 

form separate microcircuits (Danielson et al., 2016; Geiller et al., 2017). Moreover, we 

find this activity-dependent gene program increases the number of CCKBC synapses, 

whereas their synaptic properties are indistinguishable from the CCKBC synapses 

existing prior to NPAS4 expression (Figure 2.5 and 2.8). Intriguingly, these findings 
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indicate that CCKBCs and PNs communicate through a unique signaling pathway that is 

dynamically established by the expression of an IEG transcription factor in the 

postsynaptic PN. The next challenge will be to elucidate the molecular mechanism by 

which experience-driven NPAS4 in PNs specifically communicates with CCKBCs to 

signal the need for more synapses. Recent work has revealed that the formation of 

CCKBC synapses relies on postsynaptic expression of the dystroglycan complex (Fruh et 

al., 2016), while formation of PVBC synapses does not. Dystroglycans, and the proteins 

that associate with them, are compelling candidates through which NPAS4 may regulate 

CCKBC synapses, although others may yet be identified.  

 In comparison to PVBCs, CCKBCs are less well-studied. A distinguishing 

characteristic of CCKBCs is the sensitivity of their synapses to cannabinoids, and 

consequently their susceptibility to dynamic regulation by the postsynaptic PN through 

DSI. Here, we have uncovered an experience-driven enhancement of DSI that requires 

NPAS4 expression (Figure 2.10), generating several intriguing hypotheses about how 

expression of this ITF might shape PN network dynamics. For example, our data imply 

that PNs in which NPAS4 is expressed will be subject to enhanced CCKBC inhibition, 

thus reducing CA1 PN spiking during low to moderate network activity. However, when 

PN activity levels surpass the threshold for triggering cannabinoid production, leading to 

the temporary suppression of transmission from CCKBCs through DSI, a temporal 

window will open in which the PN can disinhibit itself, generate more APs, and lower the 

threshold for plasticity. More broadly, a function of NPAS4 expression may be to reduce 

noise and increase signal within the local microcircuit by refining PN firing (Bartos & 

Elgueta, 2012). As DSI of CCKBC synapses can also facilitate the induction of long-term 



 

70 
 

potentiation (LTP) in PNs (Carlson et al., 2002), this window of disinhibition may 

facilitate LTP at inputs active during DSI and help to coordinate plasticity of common 

inputs to NPAS4-expressing neurons.  

 There is accumulating evidence supporting a role for CCKBCs in shaping 

hippocampal circuit function. Indeed, abnormal wiring of CCK inhibitory neurons 

disrupts the spatial coherence of place fields (Del Pino et al., 2017), and the opposing 

gradients of inhibition from PV and CCKBCs along the superficial to deep axis of the 

hippocampus underlie the heterogeneity of PN spiking associated with sharp wave ripples 

(Valero et al., 2015). Thus, NPAS4-dependent recruitment of CCKBC inputs may play a 

role in the spatial coherence of place fields and increase the difference in firing patterns 

observed during active and resting behavior states.  

 Notably, exposure of animals to EE induced NPAS4 in similar numbers of PNs 

localized to both superficial and deep CA1, yet we did not detect a significant effect of 

EE or a requirement of NPAS4 in regulating somatic inhibition in the deep subregion. 

This sublayer specificity may indicate that NPAS4 regulates target genes that selectively 

recruit CCKBC boutons to both superficial and deep PNs, but a preexisting preference of 

CCKBC axons for superficial CA1 is the limiting organizational feature. Alternatively, 

different types of behavioral manipulations may reveal a more significant NPAS4-

mediated inhibitory synapse phenotype in deep CA1 PNS. It is also worth noting that 

while we do not observe a significant change in somatic inhibition of PNs in deep CA1, 

NPAS4 is expression in these cells may regulate other populations of synapses, such as 

those in the proximal dendrites (Bloodgood et al., 2013). 
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Materials and methods 

Animal Husbandry and Handling 

 Animals were handled according to protocols approved by the UC San Diego 

Institutional Animal Care and Use Committee and were in accordance with federal 

guidelines. The animal lines used were wildtype (WT; C57BL/6J, JAX000664) and 
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Npas4f/f (Lin et al., 2008). Both female and male mice were used. All experiments were 

performed on animals between postnatal days 21-28 (p21-28) before weaning. For 

experiments in which mice were injected with virus followed by housing in an enriched 

environment (Figures 2.3-2.10), four days after surgery (P17) animals (dam and pups) 

were moved to a larger cage containing a running wheel, hut, tunnel, and several other 

objects. To maximize novelty, new objects were introduced and cage was rearranged 

every other day. All experiments were conducted on mice housed in an enriched 

environment for 4-7 days or on mice from standard mouse housing as indicated. 

 

Stereotaxic Viral Injection Surgeries 

 All surgeries were performed according to protocols approved by the UC San 

Diego Institutional Animal Care and Use Committee and were in accordance with federal 

guidelines. Stereotaxic viral injection surgeries were performed on P14 mice. Animals 

were administered Flunixin (2.5 mg/ kg) subcutaneously pre-operatively and post-

operatively every 12h for 72 hr. Animals were deeply anesthetized with isoflurane for the 

duration of the surgery (initially 3-4% in O2, then maintained at 2%) and body 

temperature was maintained at 37°C. The fur covering the scalp was shaved and scalp 

was cleaned with three iterations of betadine and 70% ethanol before an incision was 

made to expose the skull. A small burr hole was drilled through the skull over the CA1 

region of the hippocampus bilaterally (medial/lateral: ± 3.1 mm; anterior/posterior: 

−2.4 mm; dorsal/ventral: 2.8 mm and 2.9 mm below the dura) and virus was injected 

(350 nL at each dorsal/ventral site for a total of 700 nL; 150 nL min−1).  Each virus was 
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diluted 2:1 in phosphate-buffered saline (PBS). Three minutes post-injection, the needle 

was retracted, the scalp sutured and the mouse was recovered at 37°C before being 

returned to its home cage. 

 

Virus production 

 AAV-Cre–GFP was custom produced by the UNC Vector Core with a plasmid 

provided by M. During (Ohio State University). AAV-TurboRFP was a stock virus 

produced by the Penn Vector Core (AAV1.hWyn.TurboRFP.WPRE.rBG). 

 

Acute Slice Preparation 

 Transverse hippocampal slices were prepared from Npas4f/f mice (P21-P28) 

seven to 15 days after stereotaxic injection of Cre-GFP AAV into CA1. Animals were 

anesthetized briefly by inhaled isoflurane and decapitated. The cerebral hemispheres 

were removed and bathed for three minutes in a cold slushy of choline-based dissection 

solution containing (in mM): 110 choline-Cl, 25 NaHCO3, 1.25 Na2HPO4, 2.5 KCl, 7 

MgCl2, 25 glucose, 0.5 CaCl2, 11.6 ascorbic acid, 3.1 pyruvic acid and equilibrated with 

95% O2/ 5% CO2. Blocking cuts were made to isolate the portion of the cerebral 

hemispheres containing the hippocampus and the tissue was transferred to a slicing 

chamber containing choline artificial cerebrospinal fluid (choline-ACSF). Slices (300 

µM) were cut with a Leica VT1000s vibratome (Leica Instruments) and transferred to a 

recovery chamber with ACSF consisting of (in mM): 127 NaCl, 25 NaHCO3, 1.25 
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Na2HPO4, 2.5 KCl, 2 CaCl2, 1 MgCl2, 25 glucose, saturated with 95% O2/ 5% CO2. 

Slices were recovered for 30 min at 31° C and maintained at room temperature for the 

duration of the experiment (4-6 hours). 

 

Electrophysiology and Pharmacology 

For experiments performed in tissue from AAV-Cre-GFP injected mice, infection density 

varied with distance from the injection site and slices were selected in which ~5-25% of 

neurons were infected. Whole-cell voltage clamp recordings were obtained from CA1 

pyramidal neurons and inhibitory neurons visualized with infrared differential 

interference contrast (IR-DIC) microscopy. Neurons were clamped at -70 mV. During 

recordings, slices were perfused with ACSF (2-4 mL/ min) bubbled with 95% O2/ 5% 

CO2 and heated to 31°C. For pyramidal neuron recordings, patch pipettes (open pipette 

resistance 2-4 MΩ) were filled with an internal solution containing (in mM) 147 CsCl, 5 

Na2-phosphocreatine, 10 HEPES, 2 MgATP, 0.3 Na2GTP and 2 EGTA (pH=7.3, 

osmolarity=300 mOsm) and supplemented with QX-314 (5 mM), except in DSI 

experiments. For experiments in which eIPSCs in WT and Npas4 KO pyramidal cell 

pairs were recorded, extracellular stimulation of local axons within specific lamina of the 

hippocampus was delivered by current injection through a theta glass stimulating 

electrode that was placed in the center of the relevant layer (along the radial axis of CA1) 

and within 100–300 µm laterally of the patched pair. eIPSCs were pharmacologically 

isolated with CPP (10 μM) and NBQX (10 µM) in all experiments as well as Agtx-IVA 

(0.3 μM) or Ctx-GIVA (1 μM) where indicated. For inhibitory neuron- pyramidal cell 
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connected pair experiments, inhibitory neurons were patched with pipettes filled with an 

internal solution containing (in mM): 147 K-gluconate, 20 KCl, 10 Na2-phosphocreatine, 

10 HEPES, 2 Na-ATP, 0.3 Na-GTP, 5 MgCl2, 0.2 EGTA, and 3% biocytin (Sigma 

Aldrich B4261) (pH=7.3, osmolarity=300 mOsm). Interneurons were held in current 

clamp at a resting membrane potential of -70 mV. For DSI experiments, spontaneous 

inhibitory activity was induced in acute slices with carbachol (5 µM). DSI was induced in 

pyramidal cells by triggering 30 action potentials at 25 Hz. 

 

Biocytin visualization and Reconstructions 

Interneurons recorded with an internal solution containing 3% biocytin were labeled 

using a diaminobenzene (DAB) reaction, as previously described with modifications 

(Marx, Gunter, Hucko, Radnikow, & Feldmeyer, 2012). Briefly, cells were held for 15-

30 min. After gently detaching from the cell, slices were placed in 4% paraformaldehyde 

(PFA) and fixed overnight. After fixation slices were stored in PBS until processing. All 

the following steps were carried out at 4°C on a rotating platform and all washes were 10 

min, unless otherwise noted. Slices were washed 6x in 100mM phosphate buffer (PB; 

consisting of NaH2PO4- and NaPO4-, pH 7.4), incubated for 20 minutes in PB + 3% 

H2O2, washed 4x in PB, then incubated overnight in a permeabilization buffer (3% 

Triton X-100, 2% normal goat serum (NGS) in PB). The next day, slices were washed 1x 

in PB, incubated for 2 hours in a ‘pre-incubation’ buffer (0.5% Triton X-100, 0.5% NGS 

in PB), then incubated in a biotinylation buffer (pre-incubation buffer + ABC solutions 

(ThermoScientific 32050; 1% of “Reagent A” Avidin + 1% “Reagent B” biotinylated 
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horseradish peroxidase) for 2 hours. Slices were then washed 3x in PB, 2x in Tris Buffer 

(TB; 50mM Tris base, pH 7.4), incubated for 10 min at room temperature in DAB 

solution 1 (1% Imidazole, 1 tablet / 2mL DAB (Sigma Aldrich D5905), in TB), and then 

incubated in DAB solution 2 (1% Imidazole, 1%  Ammonium nickel sulfate hydrate 

(NH4)2Ni(SO4)2, 1 tablet / 2mL DAB, 3% H2O2, in TB) for 2 – 10 min at room 

temperature, or until the slices turned visibly dark purple. Slices were immediately 

washed in PB for 1 min, followed by 2x washes in PB. Slices were then mounted on 

slides (Superfrost/Plus, Fisher Scientific) and air dried overnight. The following day, 

slices were dehydrated and cleared with the following steps (6 min each): 30% ethanol, 

50% ethanol, 70% ethanol, 96% ethanol, 100% ethanol, 100% ethanol, xylenes, xylenes, 

xylenes. Slices were then cover slipped with Krystalon (EMD Millipore) and dried 

overnight in the chemical fume hood. Biocytin-filled inhibitory neurons were 

reconstructed on an Olympus DSU microscope using Neurolucida software (MBF 

Bioscience). 

 

Immunohistochemistry 

For labeling of PV- and CB1R-positive inhibitory synapses, p14 mice were 

stereotaxically injected with AAV-Cre-GFP into CA1 of the right hemisphere and AAV-

TurboRFP into CA1 of the left hemisphere. After 4 days of recovery from surgery and 4-

7 days in an enriched environment or standard housing, mice were anesthetized briefly 

with isoflurane and decapitated. Hippocampi were rapidly dissected in ice-cold dissection 

media consisting of (in mM): 1 CaCl2, 5 MgCl2, 10 glucose, 4 KCl, 26 NaHCO3, 218 
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sucrose, 1.3 NaH2PO4∙H2O, 30 HEPES. Hippocampi were immediately drop fixed in 

4% PFA in PBS at 4°C for 2 hours followed by overnight incubation in 30% sucrose in 

PBS. Cryoprotected tissue was stored in Tissue-Tec O.C.T. at -20°C, sectioned at 20 μM 

(Leica CM1950 cryostat) and mounted on slides (Superfrost/Plus, Fisher Scientific). 

For NPAS4 and inhibitory synapse immunostaining, hippocampal sections were blocked 

in 5% goat serum and 0.2% Triton X-100 in PBS overnight at 4°C. Sections were 

incubated in primary antibody overnight at 4°C in blocking solution, washed three times 

in PBS, and incubated overnight in a species-matched secondary at 4°C, and washed 

again three times in PBS. Slices were briefly dipped in ddH2O and cover slipped with 

Fluoromount (Electron Microscopy Sciences). See Table 1 for antibodies and 

concentrations used for all IHC experiments.  

 

Confocal imaging 

All slices and tissue sections were imaged using an Olympus Fluoview 1000 confocal 

microscope (× 10/.4, × 20/0.75, and × 60/1.42 (oil) plan-apochromat objectives; UC San 

Diego School of Medicine Microscopy Core, supported by NINDS grant NS047101). 

Identical acquisition parameters were used for all slices or tissue within a single 

experiment. The levels, contrast, and brightness of confocal images were moderately 

adjusted in Photoshop CS6 software (Adobe Systems, Inc.) for illustrative purposes using 

scientifically accepted procedures. 
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Image Quantification 

Confocal images for a particular experiment were subjectively thresholded using ImageJ 

software and the threshold was kept consistent across images from all conditions obtained 

for a single experiment. For immunohistochemistry experiments (Fig. 1), the integrated 

density (the product of the area and mean grey value, termed immunohistofluorescence 

(IHF) of the overlap of the three fluorescent signals was quantified within regions of 

interest (ROIs) for superficial and deep CA1 using ImageJ software (National Institute of 

Health). Puncta were defined as a thresholded fluorescence cluster with an area ≥0.05 

μm2. Superficial and deep CA1 ROIs were 25 μM deep bins (along superficial to deep 

axis) aligned to the superficial and deep edges of the CA1 stratum pyramidale, 

respectively (Lee et al., 2014). IHF was normalized to cell number within each ROI as 

determined by DAPI counterstaining. 

 

Electrophysiology Analysis 

Electrophysiology data were acquired using ScanImage software (Pologruto, Sabatini, & 

Svoboda, 2003) and a Multiclamp 700B amplifier, and digitized with a DigiData 1440 

data acquisition board (Axon Instruments). Data were sampled at 10 kHz and filtered at 6 

kHz. Off-line data analysis was performed using custom software written in Igor Pro by 

A.L.H. and B.L.B. (Wavemetrics). 

 Experiments were discarded if the holding current for pyramidal cells with CsCl-

based internal solution was greater than −500 pA or if the series resistance was greater 

than 25 MΩ. In experiments in which direct comparisons were made between two 
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neurons, recordings were discarded if the series resistance differed by more than 20% 

between the two recordings. All recordings were performed at 31°C. 

 The amplitudes of eIPSCs and uIPSCs were calculated by averaging the 

amplitude 0.5 ms before to 2 ms after the peak of the current. Data are shown as positive 

values for clarity. For connected inhibitory neuron- pyramidal cell paired recordings, 

paired pulse ratios (PPR) were calculated by recording a template uIPSC for each cell, 

normalizing it to the peak of the first pulse of the PPR wave, subtracting the template 

wave from the PPR wave, and then measuring the corrected amplitude of the second 

peak. Asynchronous event amplitudes were measured for events greater than 15 pA 

within the 100 ms following the end of a 20 AP train delivered at 40 Hz to the CCKBC. 

Asynchronous event amplitudes were only counted for cells in which the spontaneous 

event frequency recorded for the cell was less than 40% that of the event frequency 

recorded during the asynchronous release analysis window. Slopes of the rise times of the 

uIPSCs were measured by normalizing the uIPSC, then measuring the slope between 10-

90% of the uIPSC peak. For DSI experiments, the DSI magnitude was reported as the 

ratio of the total inhibitory current per second averaged over 4 s after DSI to the total 

inhibitory current per second for averaged for 10 s before DSI induction.  

 

Statistics 

 All values are expressed as mean ± SEM. Box plots are displayed as the median 

(center line), 75-25% (upper and lower box), and 90-10% (whiskers). For all 

electrophysiology experiments, ‘n' refers to the number of cells or pairs recorded per 
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condition and are biological replicates. For immunohistochemistry and FISH 

experiments, ‘n’ refers to tissue sections used per condition, obtained from a specified 

number of separate mice and are biological replicates. The aforementioned values can be 

found in the figure legends. Our sample sizes were not pre-determined, and are similar to 

those reported in the literature. Data collection was not performed blind to the conditions 

of the experiment and we did not use any specific randomization procedure other than to 

assign litters of mice to one of two experimental housing conditions in an alternating 

manner. Analysis was done blind to condition and when possible experiments were 

designed to allow for within-animal comparisons between WT and Npas4 KO pyramidal 

cells. All statistical analysis was performed in Prism (GraphPad Software, Inc., La Jolla, 

CA) and nonparametric statistical tests were used. Wilcoxon signed-rank tests were 

performed for paired data and Mann-Whitney U Tests were used for unpaired data. 

However, in experiments involving ≥2 independent variables, where n was too small to 

determine distribution, a normal distribution was assumed and analysis of variance 

(ANOVA) with Bonferroni post-hoc tests were performed. Statistical significance was 

assumed when P<0.05. In all figures, *P<0.05, **P<0.01 and ***P<0.001 as determined 

in Prism software. All figures were generated using Illustrator CS6 software (Adobe 

Systems, Inc.). 
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Figure 2.1 NPAS4 enhances somatic inhibition on superficial CA1 pyramidal 

neurons 

(A) Cartoon of standard environment (SE) and enriched environment (EE). (B) Confocal 

images of mouse hippocampi from SE (top) and EE (bottom) stained with antibodies 

recognizing NPAS4 (cyan) and NeuN (magenta). Left: Box indicates region imaged at 

high magnification and quantified for NPAS4-positive neurons. Scale bar = 200 µm. 

Right: Higher magnification boxed region on left. Scale bar = 50 μm. (C) Quantification 

of NPAS4-positive neurons in CA1 in mice from SE and EE (n=10 sections over 3 mice 

per condition). * indicates p<0.05. (D) Schematic of stereotaxic AAV infection of CA1 in 

Npas4f/f mice. Hippocampi were infected with AAV-Cre-GFP (left) and AAV-RFP 

(right) in the contralateral hemisphere. (E) Representative images of gephyrin (red), 

VGAT (green) and merged IHC from WT and Npas4 KO hemispheres from mice housed 

in SE and EE. Gray outlines in merged images represent cell body outlines in WT 

condition (mRFP expression) or cell nuclei in Npas4 KO condition (Cre-GFP 

expression). (F) Quantification of inhibitory synapses (overlap of VGAT and gephyrin 

immunofluorescence) in WT and Npas4 KO hemispheres from mice housed in SE and 

EE (SE: n=10-11 sections over 5 mice; EE: n=9-11 sections over 6 mice). Scale bar = 20 

ap of gephyrin and VGAT) in CA1 

of WT and Npas4 KO hemispheres from mice housed in SE and EE (SE: n=3-4 sections 

per condition from 3 mice; EE: n=5 sections per condition from 3 mice). (G) 

Quantification of inhibitory synapses (overlap of gephyrin and VGAT in superficial vs 

deep CA1 of WT and Npas4 KO hemispheres from mice housed in SE and EE (SE: n=7 

sections across 3 mice, EE: n=4-6 sections across 3 mice). *** indicates p<0.001. (H) 

Example DIC image of an acute hippocampal slice with overlay of fluorescence from 

AAV-Cre-GFP expression in CA1. (I) Schematic of paired recordings from neighboring 

WT and Npas4 KO neurons with stimulation of axons in stratum pyramidale. Example 

eIPSCs are shown.  (J) Standard environment: example eIPSC from WT (black) and KO 

(green) PNs in superficial CA1 (left). Pairwise comparison of eIPSCs recorded in 

neighboring WT and Npas4 KO neurons (gray, right, n=11 pairs). (K) Enriched 

environment: example eIPSC from WT (black) and KO (green) PNs in superficial CA1 

(left). Pairwise comparison of eIPSCs recorded in neighboring WT and Npas4 KO 

neurons from mice housed in EE (gray, right, n=14 pairs). (L) Enriched environment: 

example eIPSC from WT (black) and KO (green) PNs in deep CA1 (left). Pairwise 

comparison of eIPSCs recorded from neighboring deep WT and Npas4 KO PNs (right, 

n=11 pairs). For (J-L), open circles indicate individual pairs, the darker circle is the 

example trace, and the closed circle indicated the mean ± SEM. (M) The ratio of eIPSCs 

recorded from WT and KO pairs across SE, EE and CA1 subregions, normalized to the 

sum of the WT and KO eIPSC amplitudes. 
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Figure 2.2 Superficial and deep CA1 PNs express NPAS4 equivalently after 

exploration of an EE 

Quantification of NPAS4-positive neurons in superficial and deep CA1 PNs in mice from 

SE and EE (n=10 sections over 3 mice per condition). * indicates p<0.05. 
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Figure 2.3 NPAS4 regulates CCKBC input onto PNs in superficial CA1 

(A) Schematic representation of PN with CCKBC and PVBC synaptic input. CCKBC 

boutons contain CB1Rs and utilize N-type VGCCs for neurotransmission; PVBCs 

express PV and utilize P/Q-type VGCCs for neurotransmission. (B) Representative 

images of gephyrin (red), VGAT (green), CB1R (blue) and merged IHC from WT and 

Npas4 KO hemispheres from mice housed in SE and EE. Gray outlines in merged images 

represent cell body outlines in WT condition (mRFP expression) or cell nuclei in Npas4 

KO condition (Cre-GFP expression). (C) Quantification of CCKBC synapses (overlap of 

gephyrin, VGAT, and CB1R) in superficial vs deep CA1 of WT and Npas4 KO 

hemispheres from mice housed in SE and EE (SE: n=7 sections across 3 mice, EE: n=4-6 

sections across 3 mice). *** indicates p<0.001. (D) ω-Agtx-IVA (0.3 μM) is used to 

isolate synaptic release from CCKBCs. Example eIPSCs from WT (black) and Npas4 KO 

PNs in superficial CA1 (left) of enriched mice. Pairwise comparison of eIPSCs recorded 

in neighboring WT and Npas4 KO neurons (right, n=16 pairs).  (E) ω-Agtx-IVA (0.3 

μM) is used to isolate synaptic release from CCKBCs. Example eIPSCs from WT (black) 

and Npas4 KO PNs in deep CA1 (left) of enriched mice. Pairwise comparison of eIPSCs 

recorded in neighboring WT and Npas4 KO neurons (right, n=13 pairs). (F) The ratio of 

eIPSCs recorded from WT and KO pairs across CA1 subregions, normalized by the sum 

of the WT and KO eIPSC amplitudes. 
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Figure 2.4 NPAS4 does not regulate PVBC input into PNs in CA1 

(A) Representative images of gephyrin (red), VGAT (green), PV (blue) and merged IHC 

from WT and Npas4 KO hemispheres from mice housed in SE and EE. Gray outlines in 

merged images represent cell body outlines in WT condition (mRFP expression) or cell 

nuclei in Npas4 KO condition (Cre-

Quantification of PVBC synapses (overlap of gephyrin, VGAT, and PV) in superficial vs 

deep CA1 of WT and Npas4 KO hemispheres from mice housed in SE and EE (SE: n=3-

4 sections per condition from 3 mice; EE: n=5 sections per condition from 3 mice). (C) 

ω-CTx-GVIA (1 μM) is used to isolate synaptic release from CCKBCs. Example eIPSCs 

from WT (black) and Npas4 KO PNs (left) in superficial CA1 (left) of enriched mice. 

Pairwise comparison of eIPSCs recorded in neighboring WT and Npas4 KO neurons 

(right, n=16 pairs). 



 

87 
 

Figure 2.5 NPAS4 regulates synaptic connectivity between individual CCKBC-PN 

pairs 

(A-C) Electrophysiological characteristics of PV INs and CCK INs: (A) example spike 

trains (scale bar=50 ms, 10 mV), (B) AP full width at half max (FWHM, n = 17 PV INs, 

20 CCK INs) and (C) AP frequency adaptation over time (n = 17 PV INs, 19 CCK INs). 

(D) Schematic of recording from synaptically connected PN and CCKCB pairs for panels 

E-I. Whole-cell patch clamp recordings were established from CCKBCs and synaptically 

connected WT or Npas4 KO PNs. (E) Examples of CCKBC APs (top) and PN uIPSCs 

(bottom) recorded from WT (black) and Npas4 KO (green) PNs. Scale bars=25 ms, 50 

pA. (F) Average uIPSC amplitudes measured from CCKBC-WT PN and CCKBC-Npas4 

KO PN pairs (WT: n=12 pairs, KO: n=10 pairs). Open circles represent individual data 

points. * indicates p<0.05. (G) Average uIPSCs recorded from CCKBC-PN pairs for WT 

and Npas4 KO PNs (top) and normalized by amplitude (bottom). scale bars = 10 ms, 100 

pA. (H) 10-90% uIPSC rise times from CCKBC-PN pairs with WT and Npas4 KO PNs 

(WT: n=12 pairs, KO: n=10 pairs). (I) Decay time constant (τ) for CCKBC-PN pairs with 

WT and Npas4 KO PNs (WT: n=12 pairs, KO: n=10 pairs). Measurements from WT 

neurons are shown in black/gray; KO neurons in green. Data are shown as mean ± SEM. 

* indicates p<0.05. ***indicates p<0.001.  

  



 

88 
 

 

  



 

89 
 

 

 

Figure 2.6 CCKBCs were differentiated from dendritic SCA interneurons by 

synaptic properties and morphology 

(A) Examples of presynaptic APs (top) and postsynaptic uIPSCs (bottom) recorded from 

somatic (left) and dendritic-targeting (right) INs and PNs, respectively. Scale bar = 25 

ms, 50 pA. (B) uIPSC amplitudes vs. success probability for pairs of somatic and 

dendritic-targeting CCK INs and PNs. Dotted line represents the cut off for somatic vs. 

dendritic synapses (Success probability = 0.6). (C) Success probability vs. uIPSC 10%-

90% rise times (ms) for somatic and dendritic-targeting CCK INs. (D-F) Biocytin 

reconstructions of CCK INs, including CCKBCs (D-E) and SCA (F), showing axon (red) 

and dendrites (gray). 
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Figure 2.7 Enrichment does not affect connectivity strength between individual 

PVBCs and PNs in CA1  

(A) Schematic of recording configuration. Whole-cell patch clamp recordings were 

obtained from fast-spiking putative PVBCs and postsynaptically connected WT PNs in 

acute hippocampal slices from mice in SE or EE. (B) Example reconstruction of a 

biocytin-filled PVBC, showing axon (red) and dendrites (gray). (C) Example APs and 

uIPSCs from PVBC-PN pairs in slices from mice in SE (black) and EE (orange). Scale 

bars = 50 ms and 10 mV (top) or 50 ms and 100 pA (bottom). (D) uIPSC amplitude 

recorded from PVBC-PN pairs is in slices from mice in SE (gray) and EE (orange) (n=14 

SE and n=10 EE pairs). Scale bars = 25 ms, 100 pA. 
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Figure 2.8 NPAS4 regulates the number of CCKBC synapses onto PNs but does not 

alter synaptic properties. 

(A) Success rate for CCKBC-PN pairs between WT (gray) and Npas4 KO (green) PNs 

(WT: n=12 pairs, KO: n=10 pairs). Open circles represent individual data points. (B) 

Left: Example paired-pulse uIPSCs from WT (black) and Npas4 KO (green) PNs 

recorded from CCKBC-PN pairs with a 20 ms inter-spike interval (ISI). Scale bar=10 ms, 

50 pA. Right: Paired-pulse ratios (PPRs) for ISIs of 20 ms, 50 ms, 200 ms, and 1000 ms 

different between CCK-PN pairs with WT and Npas4 KO PNs (WT: n=12 pairs, KO: 

n=10 pairs for all ISIs). (C) uIPSC amplitude versus coefficient of variation (CV) for 

CCKBC-PN pairs with WT and Npas4 KO PNs (WT: n=12 pairs, KO: n=10 pairs). (D) 

Average CV of the uIPSC recorded in WT and Npas4 KO PNs (WT: n=12 pairs, KO: 

n=10 pairs). (E) uIPSC amplitude and variance of amplitude for CCKBC-PN pairs with 

WT (black) and Npas4 KO (green) PNs. Dotted lines indicate best linear fit for WT (R2= 

0.89) and Npas4 KO (R2= 0.84) data (WT: n=12 pairs, KO: n=10 pairs). (F) Example 

traces of 20 APs at 40 Hz and resulting uIPSC trains for CCKBC-PN pairs with WT 

(black) and Npas4 KO (green) PNs. Dashed box indicates window analyzed for 

asynchronous release (100 ms after end of AP train). Scale bars=100 ms, 10 mV (top) 

and 100 ms, 100 pA  (bottom). (G) Asynchronous event amplitude measured during the 

100 ms following the end of CCKBC AP firing for CCKBC-PN pairs with WT and 

Npas4 KO PNs (WT: n=6; KO: n=8 for amplitude). Data are shown as mean ± SEM. * 

p<0.05; **p<0.01. 
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Figure 2.9 CCKBC-PN pairs with WT and KO PNs have similar uIPSC onset times  

 

Latency to uIPSC onset between CCKBC-PN pairs with WT and Npas4 KO PNs (WT: 

n=12 pairs, KO: n=10 pairs). Example AP from a CCKBC (black) and uIPSCs from WT 

(gray) and Npas4 KO (green) PNs, respectively. Latency to uIPSC onset between 

CCKBC-PN pairs with WT and Npas4 KO PNs (WT: n=12 pairs, KO: n=10 pairs). 

Example AP from a CCKBC (black) and uIPSCs from WT (gray) and Npas4 KO (green) 

PNs, respectively. 
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Figure 2.10 Experience-driven NPAS4 expression enhances the magnitude of DSI in 

PNs 

(A) Schematic of recording configuration. Whole-cell patch clamp recordings were 

obtained from WT and Npas4 KO PNs. Spontaneous IPSCs were recorded before and 

after inducing DSI by firing 30 APs at 25 Hz in PN. (B) Example traces from experiment 

described in (A) from WT (gray) and Npas4 KO (green) PNs recorded in slices from 

mice in SE, EE, and EE in the presence of the CB1R antagonist AM251 (5 μM). (C) DSI 

magnitude (% reduction in charge after DSI induction) in WT and KO PNs from mice 

taken from SE, EE, and EE recorded in the presence of AM251 (SE: n=15 WT and 14 

KO PNs, EE: n=14 WT and 13 KO PNs, EE with AM251: n=11 WT and 11 KO PNs). 

All scale bars = 500 ms, 200 pA. Data are shown as mean ± SEM. * p<0.05. 
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 Chapter 2 is a reprint of the material as it appears in Hartzell AL, Martyniuk KM, 

Brigidi GS, Djaja NA, and Bloodgood BL (2018). The IEG Npas4 recruits CCK basket 

cell synapses and enhances cannabinoid-mediated plasticity in the mouse hippocampus. 

In revision. The dissertation author was the primary investigator and author of this paper. 
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Chapter 3. What’s next? 

Hypotheses regarding the molecular mechanism underlying Npas4-mediated CCK 

basket cell synapse recruitment 

 Our findings in Chapter 2 establish a role for the inducible transcription factor 

(ITF) NPAS4 in mediating the recruitment of cholecystokinin-expressing basket cell 

(CCKBC) synapses onto the somata of hippocampal pyramidal neurons (PNs). 270 

putative Npas4 target genes have been identified (Bloodgood et al., 2013; Lin et al., 

2008), including 16 that affect inhibitory input onto PNs in organotypic hippocampal 

slice cultures (Bloodgood et al., 2013). However, the molecular mechanism responsible 

for CCKBC-specific synapse recruitment downstream of activity-dependent Npas4 

expression, without affecting parvalbumin-expressing basket cell (PVBC) synapses, is 

unknown. 

 CCKBC and PVBC synapses, while both form on PN somata in CA1, exhibit vast 

biological differences, including in their protein, channel, and receptor composition, 

raising the possibility that these subtypes employ different mechanisms for synapse 

formation. While many of the differences in protein expression have been described, little 

is known about subtype-specific synapse formation or adaptations of the GABAergic 

postsynaptic density. Recently, however, the neuronal dystrophin-glycoprotein complex 

(DGC) was identified as a necessary component for the formation of CCKBC terminals 

on pyramidal cells, but not for PVBC terminals (Früh et al., 2016). This provides a 

compelling starting point for investigating the molecular mechanism by which Npas4 

mediates the cell type-specific recruitment of CCKBC synapses onto active PNs. 
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 The DGC is a transmembrane complex most well-known for its role in muscle 

tissue, as mutations of its components can lead to muscular dystrophies (McNally and 

Pytel, 2007). However, defects in the DGC are also associated with several brain 

pathologies, ranging from mild cognitive impairment to gross neuronal migration 

disorders (Waite et al., 2012). Indeed, the DGC is expressed in neurons in the central 

nervous system, where it interacts with the extracellular matrix and is involved in the 

organization of γ-aminobutyric acid (GABA)A receptors in the postsynaptic density at a 

subset of inhibitory synapses (Figure 3.1; Brunig et al., 2002; Kneusel et al., 1999; Levi 

et al., 2002; Waite et al., 2012). 

 In contrast to the muscular DGC, the neuronal DGC has not been purified as an 

intact complex, and its constituent proteins have therefore only been probed via 

immunochemical experiments (Waite et al., 2012). However, several of the components 

and their associations with one another are fairly well-understood (Figure 3.1). The 

central component of the complex is dystroglycan, for which a single gene encodes an 

extracellular α isoform, which can interact with the extracellular matrix, and a 

transmembrane β isoform. The β isoform binds the cytoplasmic protein dystrophin, which 

interacts with actin filaments. The neurexin-neuroligin trans-synaptic adhesion 

complexes allow the recruitment of the scaffolding protein gephyrin to the inhibitory 

postsynaptic density, where it mediates GABAA receptor clustering. This occurs 

following neuroligin2-mediated activation of the guanine nucleotide exchange factor 

(GEF) collybistin. The DGC is potentially recruited to the postsynaptic density through a 

neurexin-dystroglycan interaction and an indirect interaction with neuroligin2 mediated 

by the scaffolding protein S-SCAM. SynArfGEF (IQSeq3) associates with the complex, 
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where it might act to induce actin remodeling via activation of Arf6, resulting in the 

stabilization of GABAA receptors (Waite et al., 2012). 

 Recently, it was shown that ablation of dystroglycan in neurons leads to the 

selective loss of presynaptic terminals expressing CCK8, vesicular GABA transporter 3 

(Vglut3), and cannabinoid receptor 1 (CB1R), all of which are specifically expressed at 

CCKBC synapses, in the pyramidal cell layer of CA1 (Figure 3.2; Früh et al., 2016). In 

contrast, presynaptic terminals expressing synaptotagmin2 and PV are not affected by 

neuronal ablation of dystroglycan (Früh et al., 2016). This phenotype is found both in 

adults and at a time point right after initial synaptogenesis during development, consistent 

with a role for dystroglycan in synapse formation (Früh et al., 2016). 

 In order to address the hypothesis that NPAS4 might mediate selective CCKBC 

synapse recruitment through this mechanism, we queried the list of putative NPAS4 

targets (Bloodgood et al., 2013; Lin et al., 2008) for genes that encode components of the 

DGC. The most promising candidate that emerged is the gene IQ Motif and Sec7 Domain 

3 (IQsec3/SynArfGEF/BRAG3), which encodes for a guanine nucleotide exchange factor 

that is associated with the DGC (Fukaya et al., 2011). NPAS4 is bound at the putative 

IQsec3 promotor and expression is induced by neural activity, but not in NPAS4 

knockout tissue (Bloodgood et al., 2013). Furthermore, IQsec3 knockdown via RNA 

interference (RNAi) reveals a miniature inhibitory postsynaptic current (mIPSC) 

phenotype in organotypic hippocampal slices cultures (Bloodgood et al., 2013). It is 

therefore possible that Npas4 drives the activity-dependent selective recruitment of 

CCKBC synapses by upregulating expression of IQsec3.  
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 Another component of the DGC that shows a less promising connection to 

NPAS4 expression, but is worth mentioning, is β-dystrobrevin. β-dystrobrevin is bound at 

its promoter by NPAS4, but its expression does not appear inducible by neural activity 

(Bloodgood et al., 2013). Similarly, a candidate that appears to be an NPAS4 target but is 

less tightly associated with the DGC is nitric oxide synthase 1 adaptor protein (NOS1AP), 

which is bound by NPAS4, inducible by neural activity and results in an mIPSC 

phenotype when knocked down in organotypic hippocampal cultures by RNAi 

(Bloodgood et al., 2013). NOS1AP is an adaptor protein that binds to neuronal nitric 

oxide synthase (nNOS) via a C-terminal PDZ-binding domain and an N-terminal 

phosphotyrosine binding domain that can mediate interactions between nNOS and other 

proteins. NOS1AP has been shown to associate with the DGC component syntrophin 

(Brenman et al., 1996). 

 Working out the biological mechanism of Npas4-mediated selective recruitment 

of CCKBC synapses is one of the major next challenges toward fully understanding how 

an ITF can impact cellular and circuit computations. The challenge arises in part because 

little is known about subtype-specific differences in synapse formation or adaptations of 

the inhibitory postsynaptic density. Luckily, recent insight into the DGC as a CCKBC-

specific mechanism for synapse formation (Früh et al., 2016) has provided a convenient 

starting point for investigating this question, made promising by the DGC components, 

most notably IQSec3, that are putative NPAS4 targets involved in the regulation of 

inhibitory synapses (Bloodgood et al., 2013). Testing this hypothesis would require 

asking whether conditional loss of IQSec3 in an Npas4 wildtype (WT) background is 

necessary and sufficient to replicate the Npas4 knockout (KO) phenotype in vivo. 
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Seeking the interneuron subtypes mediating the proximal dendritic Npas4 

phenotype 

 Npas4 is a known regulator of inhibitory synapses in two domains along the 

somato-dendritic axis of CA1 PNs. While Chapter 2 describes significant progress made 

toward understanding the specifics of the Npas4-mediated recruitment of somatic 

inhibitory synapses, the Npas4-dependent loss of inhibitory synapses in the proximal 

apical dendrites (Bloodgood et al., 2013) has not been similarly investigated. Parallel to 

the case of somatic inhibition, inhibitory synapses formed on the proximal apical 

dendrites of CA1 pyramidal cells originate primarily from two interneuron (IN) subtypes, 

the CCK-expressing Schaffer collateral-associated INs (SCAs; Figure 3.3) and the PV-

expressing bistratified INs (Figure 3.4). However, relative to the case of somatic 

inhibition, less is known about the channels and receptors governing neurotransmission 

from these IN subtypes, making the molecular and pharmacological toolkit available to 

probe their synapses less complete. 

 Both SCA and bistratified INs have axons that ramify almost exclusively in 

stratum radiatum (SR) and stratum oriens (SO), overlapping with the Schaffer collateral 

pathway originating from the CA3 subregion (Buhl et al., 1994; Cope et al., 2002; 

Pawelzik et al., 1997; Vida et al., 1998). The somata of SCAs are located predominantly 

in SR (Cope et al., 2002; Vida et al., 1998), with dendrites spanning all hippocampal 

layers (Klausberger, 2009). The somata of bistratified INs, in contrast, reside mainly in 

the pyramidal cell layer, with a small subset located in SO. The dendrites of bistratified 

cells extend into SO and SR, where, like PVBCs, they form gap junctions extensively 

with other interneurons (Klausberger, 2009). 
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 SCAs are molecularly and physiologically similar to CCKBCs, differing mainly 

in their morphology. Both cell types express cholecystokinin and cannabinoid receptor 1 

(CB1R) and share very similar passive and active membrane properties (Cope et al., 

2002). Likewise, bistratified INs are molecularly and physiologically analogous to 

PVBCs, with the major difference being their morphology. In addition to parvalbumin, 

they express somatostatin, neuropeptide Y, and high levels of extrasynaptic GABAA 

receptors containing the α1 subunit (Baude et al., 2007; Klausberger et al., 2004; 

Pawelzik et al., 2002). Like PVBCs, they are fast-spiking, however they exhibit longer 

membrane time constants and higher input resistances relative to their basket cell 

counterparts (Buhl et al., 1996). 

 Because of the similar protein expression and physiological profiles between the 

two basket cell subtypes and their dendritic IN counterparts, the fact that CCKBC 

synapses are recruited downstream of Npas4 expression might lead one to hypothesize 

that SCA INs mediate the dendritic Npas4 phenotype. However, while Npas4 expression 

results in the enhancement of somatic inhibition, it mediates the loss of dendritic 

inhibition (Figure 1.11; Bloodgood et al., 2013), suggesting that the dendritic and 

somatic inhibitory synapse phenotypes might result from entirely different signaling 

pathways. This necessitates an agnostic approach to the question of which proximal 

dendrite-targeting INs make the affected synapses. 

 As opposed to somatic inhibition, which functions to gate the spiking behavior of 

pyramidal cells, dendritic inhibition serves a role in governing the integration of 

excitatory signals arriving to the dendrites (Miles et al., 1996). Further functional 

distinctions can be drawn between subgroups of inhibitory synapses based on where on 
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the PN dendritic arbor they form. In order for excitatory input to propagate to the PN 

soma and cause the cell to spike, it must converge with other sources of depolarization or 

back-propagating action potentials (bAPs) to cause regenerative dendritic spikes 

(Spruston et al., 2008). The influence of inhibitory synapses formed onto dendritic spines 

is compartmentalized within the spine, where activation can attenuate calcium transients 

and grade the strength of the excitatory input in a compartmentalized manner (Chiu et al., 

2013). In contrast, inhibitory synapses formed onto a dendritic shaft can affect all 

excitatory inputs made onto that branch segment (Liu, 2004), and in this way can shape 

excitatory signal propagation by both attenuating bAPs and directly curbing dendritic 

spikes (Golding and Spruston, 1998; Higley, 2014; Major et al., 2013; Stokes et al., 

2014). 

 The ability of inhibitory synapses to attenuate the summation of coactive 

excitatory inputs suggests that they can affect synapse plasticity in addition to directly 

shaping the spread of depolarizing current. Indeed, modeling of inhibitory and excitatory 

synapses on PN dendrites suggests that the activation of inhibitory synapses can alter the 

likelihood of long-term potentiation or depression expressed at the excitatory synapses, 

depending on the relative locations of the inhibitory and excitatory inputs (Bar-Ilan et al., 

2012). Furthermore, uncaging GABA at locations where bAPs and glutamate uncaging 

converge can result in the shrinkage and elimination of spines within 15 µm of the 

uncaging site (Hayama et al., 2013). 

 While Npas4 has been shown to reduce inhibition in the proximal apical dendrites 

of CA1 PNs (Bloodgood et al., 2013), it is not known whether Npas4 expression affects 

all inhibitory synapses equally, or preferentially destabilizes those made onto dendritic 
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spines versus shafts. Furthermore, it is not known whether specific subtypes of dendrite-

projecting interneurons bias their synapses to dendritic spines versus shafts of CA1 PNs. 

However, the distribution of inhibitory synapses onto different compartments of CA1 

PNs along the somato-dendritic axis offers some insight. Oblique dendrites of CA1 PNs, 

particularly those in distal SO and SR, are densely spiny, whereas proximal apical and 

basal dendrites are sparsely spiny or spine-free (Megias et al., 2001). Furthermore, 

inhibitory synapses forming on dendritic spines have only been observed in stratum 

lacunosum-moleculare (SLM) (Megias et al., 2001). Since no Npas4 inhibitory synapse 

phenotype has been observed in SLM (Bloodgood et al., 2013), it is likely that activity-

dependent Npas4 expression results in the loss of dendritic shaft inhibitory synapses in 

proximal SR. If this is indeed true, Npas4-mediated loss of dendritic inhibitory synapses 

could permit enhanced convergence of excitatory signals and heightened potential for the 

expression of plasticity at excitatory synapses. On the circuit level, activation of a 

common input that synapses onto multiple PNs would result in coordinated plasticity at 

the coincidentally active synapses, resulting in the potential for the cohort of PNs to fire 

as an ensemble during subsequent activation of the common input. Due to the differences 

in membrane properties, excitatory drives, and neuromodulatory responses between 

subtypes of INs, the identity of the IN subtype(s) that make the dendritic synapses 

destabilized by Npas4 expression could shift the circuit conditions under which 

heightened excitability and plasticity of dendritic excitatory inputs could occur. These 

hypotheses motivate the importance of investigating the dendritic Npas4 phenotype and 

the resulting changes for circuit activity and plasticity in more detail. 

Implications of Npas4-mediated CCKBC synapse recruitment on place cell 

emergence and function 
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 Investigating the consequences of Npas4 expression at the microcircuit level will 

provide important insight into how neural activity, through changing gene expression, is 

capable of altering connections between neurons and thereby shaping information flow 

through the hippocampal circuit. The experiments in Chapter 2 demonstrate that activity-

dependent Npas4 expression results in the recruitment of CCKBC synapses to the somata 

of CA1 PNs. In the behaving animal, many CA1 PNs that express Npas4 in response to 

exploration of a novel environment are likely place cells, activated when an animal 

traverses the cells’ spatial receptive fields, or “place fields” (O’Keefe and Dostrovsky, 

1971; O’Keefe and Nadel, 1978; Wilson and McNaughton, 1993). An obvious next 

question is how the Npas4-mediated recruitment of CCKBC synapses affects the 

hippocampal circuit on a functional level, particularly with respect to place cells and 

spatial navigation. Unfortunately, due in part to the difficulties in genetically targeting 

CCKBCs, limited data exists on the firing characteristics or role of this IN subtype during 

awake behavior.  Still, the available data combined with known properties of CCKBCs 

suggests some compelling and experimentally tractable hypotheses. 

 In mice in which CCKBCs lack the tyrosine kinase receptor ErbB4 globally 

throughout development, the number of CCKBC synapses made onto both PNs and 

PVBCs is dramatically reduced in both juvenile and adult mice (Del Pino et al., 2017), 

allowing for the best available glimpse into the role of CCKBCs in hippocampal function, 

despite obvious caveats in interpretation. In this model, the power of theta oscillations 

during exploration was decreased and spatial learning and memory deficits were 

observed (Del Pino et al., 2017).  Spatial code by putative place cells was also defective, 

with fewer PNs demonstrating spatial selectivity and recorded single units showing 
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reduced spatial coherence and spatial information per spike (Figure 3.5; Del Pino et al., 

2017). Additionally, place cells in ErbB4 conditional knock out mice were less stable 

across the recording epoch. While these results support a role for CCKBC inhibition in 

hippocampal function, particularly with regard to spatial coding, it is unknown whether 

these defects arise from developmental loss of CCKBC input or whether they would 

persist in the case of acute loss of CCKBC synapses after development, which is more 

analogous to the Npas4 KO model. Furthermore, since this mouse model drives loss of 

ErbB4 in CCKBCs in multiple brain regions, including regions upstream of CA1 such as 

CA3 and the entorhinal cortex (EC), it is impossible to know whether the observed 

deficits arise from local CA1 circuit defects, or whether they arise from upstream 

changes. Still, it motivates an investigation into whether a CA1-specific loss of Npas4 

post-developmentally would result in a consistent spatial coding phenotype. 

 Other hypotheses regarding a role for CCKBC inhibition in cognitively-relevant 

hippocampal circuit dynamics involve the expression of depolarization-induced 

suppression of inhibition (DSI) at CCKBC-PN synapses. When an animal traverses into 

the center of a PN’s place field, the PN will discharge action potentials at around 20 Hz 

(Leutgeb et al., 2007). This stimulus is sufficient to trigger endocannabinoid release from 

the PN and induce DSI at CCKBC-PN synapses (Neu et al., 2007), relieving the PN of a 

portion of its GABAergic input while other cells are still inhibited by CCKBC activity. 

The consequence of this would be a situation in which the “signal” of the place cell 

would be enhanced relative to the “noise” of the circuit, effectively enhancing the signal-

to-noise ratio of the network (Bartos and Elgueta, 2012; Klausberger & Somogyi, 2008). 

A compelling question to ask, therefore, is whether activity-driven Npas4 expression 
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would enhance the dynamic range of putative place cell activity relative to network 

activity, allowing PNs with an activity history consistent with Npas4-mediated 

recruitment of CCKBC synapses to achieve a higher signal-to-noise ratio when an animal 

traverses into a place field. 

 A second hypothesis for how Npas4-mediated recruitment of CCKBC input might 

shape hippocampal circuit dynamics through DSI expression involves the phenomenon of 

phase precession (O’Keefe and Recce, 1993). As an animal traverses an environment, an 

oscillation of the local field potential in the range of 4-7 Hz, termed the theta rhythm, can 

be observed (Bragin et al., 1995; Buzsaki and Draguhn, 2004). As an animal nears the 

place field for a particular PN, the PN begins to fire slightly in advance of the peak of the 

theta wave, with each successive spike occurring earlier and earlier with respect to the 

local field potential as the animal nears the center of the PN’s place field. This 

phenomenon is termed “phase precession” (Figure 3.6; O’Keefe and Recce, 1993). A 

role for DSI in regulating phase precession was proposed by Fruend et al., 2003. Fruend 

and colleagues hypothesized that the burst firing of PNs observed when an animal enters 

their place fields, combined with the activation of cholinergic fibers that occurs with theta 

activity, are ideal for inducing DSI at CCKBC-PN synapses. The temporary reduction in 

CCKBC-mediated inhibition in combination with increased excitation of the PN might be 

the mechanism by which it can dissociate itself from theta entrainment and fire at earlier 

and earlier phases of the theta cycle as the animal enters its place field. It is interesting to 

consider, therefore, the possibility that Npas4-mediated CCKBC synapse recruitment 

might enhance phase precession in CA1 PNs. 
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 Our findings in Chapter 2 establish a role for the inducible transcription factor 

NPAS4 in mediating the recruitment of CCKBC synapses onto the somata of 

hippocampal PNs, thereby increasing the proportion of their inhibitory somatic input that 

is susceptible to temporary suppression via DSI expression. These findings open the door 

to numerous exciting hypotheses regarding how Npas4 expression might restructure 

dendritic inhibition in an interneuron subtype-specific manner, shape ensemble firing in 

the hippocampus, improve the signal-to-noise ratio of place cells, enhance place coding, 

and augment phase precession in the hippocampus. Perhaps most exciting, however, is 

that this result provides the first known example of a specific functional output of 

inducible transcription factor expression and provides novel insight into how neural 

activity can restructure hippocampal circuits. It also constitutes the only activity-

dependent mechanism for CCKBC synapse structural plasticity has thus far been 

demonstrated.  
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Figure 3.1 Theoretical model of the dystrophin-glycoprotein complex at a neuronal 

inhibitory synapse 

The dystroglycan-glycoprotein complex is associated with a subset of GABAergic 

synapses in the hippocampus, where it participates in anchoring GABAA receptors. 

Neurexin-neuroligin trans-synaptic adhesion complexes allow the recruitment of the 

scaffolding protein gephyrin to the inhibitory postsynaptic density, where it mediates 

GABAA receptor clustering. This occurs following neuroligin2-mediated activation of the 

GEF collybistin. The DGC is potentially recruited to the postsynaptic density through a 

neurexin-dystroglycan interaction and an indirect interaction with neuroligin2 mediated 

by the scaffolding protein S-SCAM. synArfGEF (IQSeq3) associates with the complex, 

where it might act to induce actin remodeling via activation of Arf6, resulting in 

stabilization of GABAA receptors. Reprinted with permission from Waite, A., Brown, S. 

C., & Blake, D. J. (2012). The dystrophin-glycoprotein complex in brain development 

and disease. Trends Neurosci, 35(8), 487-496. doi:10.1016/j.tins.2012.04.004. 
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Figure 3.2 Neuronal ablation of dystroglycan results in the specific loss of CCKBC 

presynaptic terminals from CA1 pyramidal neurons 

Ablation of dystroglycan in neurons leads to the selective loss of presynaptic terminals 

expressing CCK8 and vesicular GABA transporter 3 (Vglut3) in the pyramidal cell layer 

of CA1, both of which are markers of CCKBC synapses. (A) Immunofluorescent labeling 

of CCKBC synapse markers CCK8 and Vglut3 are missing around the somata of 

pyramidal neurons. (B1-B2) Separate channels of (A). Reprinted with permission from 

Fruh, S., Romanos, J., Panzanelli, P., Burgisser, D., Tyagarajan, S. K., Campbell, K. P., . 

. . Fritschy, J. M. (2016). Neuronal Dystroglycan Is Necessary for Formation and 

Maintenance of Functional CCK-Positive Basket Cell Terminals on Pyramidal Cells. J 

Neurosci, 36(40), 10296-10313. doi:10.1523/jneurosci.1823-16.2016. 
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Figure 3.3 Schaffer collateral associated interneurons target the proximal apical and 

basal dendrites of CA1 pyramidal neurons and share characteristics with CCK basket 

cells 

Schaffer collateral associated interneurons target the proximal apical and basal dendrites 

of CA1 pyramidal neurons. They share similar electrophysiological and protein 

expression characteristics with CCK basket cells, such as spike frequency adaptation in 

response to a depolarizing current pulse and immunoreactivity for cholecystokinin. Image 

shows example current clamp recordings, immunostaining, and biocytin reconstruction of 

a CCK-expressing basket cell (A) and Schaffer collateral associated interneuron (B). 

Reprinted with permission from Lee, S. H., Foldy, C., & Soltesz, I. (2010). Distinct 

endocannabinoid control of GABA release at perisomatic and dendritic synapses in the 

hippocampus. J Neurosci, 30(23), 7993-8000. doi:10.1523/jneurosci.6238-09.2010. 
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Figure 3.4 Bistratified interneurons target the proximal apical and basal dendrites of CA1 

pyramidal neurons and share characteristics with PV basket cells 

Bistratified interneurons target the proximal apical and basal dendrites of CA1 pyramidal 

neurons and share electrophysiological and protein expression characteristics with PV 

basket cells, including fast, high-frequency action potentials in response to depolarizing 

current injection and expression of parvalbumin. Image shows example current clamp 

recordings, immunostaining, and biocytin reconstruction of a PV-expressing bistratified 

interneuron. Reprinted with permission from Lee, S. Y., Foldy, C., Szabadics, J., & 

Soltesz, I. (2011). Cell-type-specific CCK2 receptor signaling underlies the 

cholecystokinin-mediated selective excitation of hippocampal parvalbumin-positive fast-

spiking basket cells. J Neurosci, 31(30), 10993-11002. doi:10.1523/jneurosci.1970-

11.2011. 
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Figure 3.5 CA1 pyramidal cells in ErbB4 conditional knockout mice show defective 

place coding 

ErbB4 conditional knock out mice, in which CCK basket cells do not express ErbB4 and 

provide significantly less input to hippocampal PNs, show impaired place coding, 

including lower spatial coherence of place fields and less spatial information per spike. 

(A-B) Firing rate maps showing place fields in control (A) and ErbB4 conditional knock 

out (B) mice. (C) Spatial coherence in control and ErbB4 conditional knock out mice. (D-

F) Spatial information, firing field areas, and firing rates from control and ErbB4 

conditional knock out mice. (G) Correlation between theta power and spatial coherence 

for control and ErbB4 mutant mice. Reprinted with permission from Del Pino, I., 

Brotons-Mas, J. R., Marques-Smith, A., Marighetto, A., Frick, A., Marin, O., & Rico, B. 

(2017). Abnormal wiring of cck+ basket cells disrupts spatial information coding. Nat 

Neurosci, 20(6), 784-792. doi:10.1038/nn.4544 
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Figure 3.6 Phase precession in the hippocampus 

As an animal traverses an environment, an oscillation of the local field potential in the 

range of 4-7 Hz, termed the theta rhythm, can be observed (Bragin et al., 1995; Buzsaki 

and Draguhn, 2004). As an animal nears the place field for a particular PN, the PN begins 

to fire slightly in advance of the peak of the theta wave, with each successive spike 

occurring earlier and earlier with respect to the local field potential as the animal nears 

the center of the PN’s place field. Top: Place cell sequences of five neurons (n1-n5) firing 

as a rodent traverses a linear track. Middle: Temporal sequences of the firing of n1-n5 

during theta oscillations. Bottom: Phase precession of place cell n3. From Dragoi, G. 

(2013). Internal operations in the hippocampus: single cell and ensemble temporal 

coding. Front Syst Neurosci, 7, 46. doi:10.3389/fnsys.2013.00046. 

  



 

119 
 

References 

Bar-Ilan, L., Gidon, A., & Segev, I. (2012). The role of dendritic inhibition in shaping the 

plasticity of excitatory synapses. Frontiers in Neural Circuits, 6, 118. 

http://doi.org/10.3389/fncir.2012.00118 

Bartos, M., & Elgueta, C. (2012). Functional characteristics of parvalbumin- and 

cholecystokinin-expressing basket cells. Journal of Physiology-London, 590(4), 669-681. 

doi:DOI 10.1113/jphysiol.2011.226175 

Baude, A., Bleasdale, C., Dalezios, Y., Somogyi, P., & Klausberger, T. (2007). 

Immunoreactivity for the GABAA receptor alpha1 subunit, somatostatin and Connexin36 

distinguishes axoaxonic, basket, and bistratified interneurons of the rat hippocampus. 

Cereb Cortex, 17(9), 2094-2107. doi:10.1093/cercor/bhl117 

Bloodgood, B. L., Sharma, N., Browne, H. A., Trepman, A. Z., & Greenberg, M. E. 

(2013). The activity-dependent transcription factor npas4 regulates domain-specific 

inhibition. Nature, 503(7474), 121-125. doi:10.1038/nature12743 

Bragin, A., Jandó, G., Nádasdy, Z., Hetke, J., Wise, K, & Buzsáki, G. (1995). Gamma 

(40-100 Hz) oscillation in the hippocampus of the behaving rat. J. Neurosci. 15(1 Pt 1): 

47-60. 

Brenman, J. E., Chao, D. S., Gee, S. H., McGee, A. W., Craven, S. E., Santillano, D. R., . 

. . Bredt, D. S. (1996). Interaction of nitric oxide synthase with the postsynaptic density 

protein PSD-95 and alpha1-syntrophin mediated by PDZ domains. Cell, 84(5), 757-767. 

Brunig, I., Suter, A., Knuesel, I., Luscher, B., & Fritschy, J. M. (2002). GABAergic 

terminals are required for postsynaptic clustering of dystrophin but not of GABA(A) 

receptors and gephyrin. J Neurosci, 22(12), 4805-4813. 

Buhl, E.H., Halasy, K., Somogyi, P. (1994). Diverse sources of hippocampal unitary 

inhibitory postsynaptic potentials and the number of synaptic release sites. Nature 

368(6474): 823-828. 

Buhl, E. H., Szilagyi, T., Halasy, K., & Somogyi, P. (1996). Physiological properties of 

anatomically identified basket and bistratified cells in the CA1 area of the rat 

hippocampus in vitro. Hippocampus, 6(3), 294-305. doi:10.1002/(SICI)1098-

1063(1996)6:3&lt;294::AID-HIPO7&gt;3.0.CO;2-N 

Buzsáki, G. and Draguhn, A. (2004). Neuronal oscillations in cortical networks. Science 

304(5679): 1926-1929. 

Chiu, C. Q., Lur, G., Morse, T. M., Carnevale, N. T., Ellis-Davies, G. C., & Higley, M. J. 

(2013). Compartmentalization of GABAergic inhibition by dendritic spines. Science, 

340(6133), 759-762. doi:10.1126/science.1234274 

Cope, D. W., Maccaferri, G., Marton, L. F., Roberts, J. D., Cobden, P. M., & Somogyi, P. 

(2002). Cholecystokinin-immunopositive basket and Schaffer collateral-associated 



 

120 
 

interneurones target different domains of pyramidal cells in the CA1 area of the rat 

hippocampus. Neuroscience, 109(1), 63-80. 

Del Pino, I., Brotons-Mas, J. R., Marques-Smith, A., Marighetto, A., Frick, A., Marin, O., 

& Rico, B. (2017). Abnormal wiring of cck+ basket cells disrupts spatial information 

coding. Nat Neurosci, 20(6), 784-792. doi:10.1038/nn.4544 

Dragoi, G. (2013). Internal operations in the hippocampus: single cell and ensemble 

temporal coding. Front Syst Neurosci, 7, 46. doi:10.3389/fnsys.2013.00046 

Freund, T. F. (2003). Interneuron Diversity series: Rhythm and mood in perisomatic 

inhibition. Trends Neurosci, 26(9), 489-495. doi:10.1016/s0166-2236(03)00227-3 

Fruh, S., Romanos, J., Panzanelli, P., Burgisser, D., Tyagarajan, S. K., Campbell, K. P., . 

. . Fritschy, J. M. (2016). Neuronal Dystroglycan Is Necessary for Formation and 

Maintenance of Functional CCK-Positive Basket Cell Terminals on Pyramidal Cells. J 

Neurosci, 36(40), 10296-10313. doi:10.1523/jneurosci.1823-16.2016 

Fukaya, M., Kamata, A., Hara, Y., Tamaki, H., Katsumata, O., Ito, N., . . . Sakagami, H. 

(2011). SynArfGEF is a guanine nucleotide exchange factor for Arf6 and localizes 

preferentially at post-synaptic specializations of inhibitory synapses. J Neurochem, 

116(6), 1122-1137. doi:10.1111/j.1471-4159.2010.07167.x 

Golding, N. L., & Spruston, N. (1998). Dendritic sodium spikes are variable triggers of 

axonal action potentials in hippocampal CA1 pyramidal neurons. Neuron, 21(5), 1189-

1200. 

Hayama, T., Noguchi, J., Watanabe, S., Takahashi, N., Hayashi-Takagi, A., Ellis-Davies, 

G. C. R., … Kasai, H. (2013). GABA promotes the competitive selection of dendritic 

spines by controlling local Ca2+ signaling. Nature Neuroscience, 16(10), 1409–1416. 

http://doi.org/10.1038/nn.3496 

Higley, M. J. (2014). Localized GABAergic inhibition of dendritic Ca(2+) signalling. Nat 

Rev Neurosci, 15(9), 567-572. doi:10.1038/nrn3803 

Klausberger, T., Marton, L. F., Baude, A., Roberts, J. D., Magill, P. J., & Somogyi, P. 

(2004). Spike timing of dendrite-targeting bistratified cells during hippocampal network 

oscillations in vivo. Nat Neurosci, 7(1), 41-47. doi:10.1038/nn1159 

Klausberger, T. and Somogyi, P. (2008). Neuronal diversity and temporal dynamics: the 

unity of hippocampal circuit operations. Science 321(5885):53-7 

Klausberger, T. (2009). GABAergic interneurons targeting dendrites of pyramidal cells in 

the CA1 area of the hippocampus. Eur J Neurosci, 30(6), 947-957. doi:10.1111/j.1460-

9568.2009.06913.x 

Knuesel, I., Mastrocola, M., Zuellig, R. A., Bornhauser, B., Schaub, M. C., & Fritschy, J. 

M. (1999). Short communication: altered synaptic clustering of GABAA receptors in 

mice lacking dystrophin (mdx mice). Eur J Neurosci, 11(12), 4457-4462. 



 

121 
 

Lee, S. H., Foldy, C., & Soltesz, I. (2010). Distinct endocannabinoid control of GABA 

release at perisomatic and dendritic synapses in the hippocampus. J Neurosci, 30(23), 

7993-8000. doi:10.1523/jneurosci.6238-09.2010 

Lee, S. Y., Foldy, C., Szabadics, J., & Soltesz, I. (2011). Cell-type-specific CCK2 

receptor signaling underlies the cholecystokinin-mediated selective excitation of 

hippocampal parvalbumin-positive fast-spiking basket cells. J Neurosci, 31(30), 10993-

11002. doi:10.1523/jneurosci.1970-11.2011 

Leutgeb, J. K., Leutgeb, S., Moser, M. B., & Moser, E. I. (2007). Pattern separation in the 

dentate gyrus and CA3 of the hippocampus. Science, 315(5814), 961-966. 

doi:10.1126/science.1135801 

Levi, S., Grady, R. M., Henry, M. D., Campbell, K. P., Sanes, J. R., & Craig, A. M. 

(2002). Dystroglycan is selectively associated with inhibitory GABAergic synapses but is 

dispensable for their differentiation. J Neurosci, 22(11), 4274-4285. doi:20026440 

Lin, Y., Bloodgood, B. L., Hauser, J. L., Lapan, A. D., Koon, A. C., Kim, T. K., . . . 

Greenberg, M. E. (2008). Activity-dependent regulation of inhibitory synapse 

development by npas4. Nature, 455(7217), 1198-1204. doi:10.1038/nature07319 

Major, G., Larkum, M. E., & Schiller, J. (2013). Active properties of neocortical 

pyramidal neuron dendrites. Annu Rev Neurosci, 36, 1-24. doi:10.1146/annurev-neuro-

062111-150343 

McNally, E. M., & Pytel, P. (2007). Muscle diseases: the muscular dystrophies. Annu 

Rev Pathol, 2, 87-109. doi:10.1146/annurev.pathol.2.010506.091936 

 

Megias, M., Emri, Z., Freund, T. F., & Gulyas, A. I. (2001). Total number and 

distribution of inhibitory and excitatory synapses on hippocampal CA1 pyramidal cells. 

Neuroscience, 102(3), 527-540. 

 

Miles, R., Tóth, K., Gulyás, A.I., Hájos, N., & Freund, T.F. (1996). Differences between 

somatic and dendritic inhibition in the hippocampus. Neuron 16(4): 815-823. 

 

Neu, A., Földy, C., & Soltesz, I. (2007). Postsynaptic origin of CB1-dependent tonic 

inhibition of GABA release at cholecystokinin-positive basket cell to pyramidal cell 

synapses in the CA1 region of the rat hippocampus. The Journal of Physiology, 578(Pt 

1), 233–247. http://doi.org/10.1113/jphysiol.2006.115691 

 

O'Keefe, J., & Dostrovsky, J. (1971). The hippocampus as a spatial map. Preliminary 

evidence from unit activity in the freely-moving rat. Brain Res, 34(1), 171-175.  

O’Keefe, J. and Nadel, L. (1978). The hippocampus as a cognitive map. Oxford 

University Press, Oxford. 

O'Keefe, J., & Recce, M. L. (1993). Phase relationship between hippocampal place units 

and the EEG theta rhythm. Hippocampus, 3(3), 317-330. doi:10.1002/hipo.450030307 



 

122 
 

Pawelzik, H., Bannister, A. P., Deuchars, J., Ilia, M., & Thomson, A. M. (1999). 

Modulation of bistratified cell IPSPs and basket cell IPSPs by pentobarbitone sodium, 

diazepam and Zn2+: dual recordings in slices of adult rat hippocampus. Eur J Neurosci, 

11(10), 3552-3564 

 

Pawelzik, H., Hughes, D. I., & Thomson, A. M. (2002). Physiological and morphological 

diversity of immunocytochemically defined parvalbumin- and cholecystokinin-positive 

interneurones in CA1 of the adult rat hippocampus. J Comp Neurol, 443(4), 346-367. 

 

Spruston, N. (2008). Pyramidal neurons: dendritic structure and synaptic integration. Nat 

Rev Neurosci, 9(3), 206-221. doi:10.1038/nrn2286 

 

Stokes, C. C., Teeter, C. M., & Isaacson, J. S. (2014). Single dendrite-targeting 

interneurons generate branch-specific inhibition. Front Neural Circuits, 8, 139. 

doi:10.3389/fncir.2014.00139 

 

Vida, I., Halasy, K., Szinyei, C., Somogyi, P., & Buhl, E. H. (1998). Unitary IPSPs 

evoked by interneurons at the stratum radiatum-stratum lacunosum-moleculare border in 

the CA1 area of the rat hippocampus in vitro. J Physiol, 506 ( Pt 3), 755-773. 

Waite, A., Brown, S. C., & Blake, D. J. (2012). The dystrophin-glycoprotein complex in 

brain development and disease. Trends Neurosci, 35(8), 487-496. 

doi:10.1016/j.tins.2012.04.004 

Wilson, M. and  McNaughton, B. (1993). Dynamics of the hippocampal ensemble code 

for space. Science 261(5124): 1055-1058. 

 

 

 




