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Floods are among the most devastating natural disasters which affect millions of people 

worldwide. Forecasting floods to provide warnings to the public in a timely manner is crucially 

important, however, this is a very challenging task. HiResFlood-UCI was developed by coupling 

the National Weather Service’s (NWS) distributed hydrologic model (HL-RDHM) with the 

hydraulic model BreZo (developed by Sanders and Begnudelli) in order to estimate localized 

flood depths and velocities. A semi-automated technique of efficient unstructured mesh 

generation for BreZo was developed. HiResFlood-UCI was implemented for the ELDO2 

catchment in Oklahoma. Using synthetic precipitation input, the model was tested for various 

components including HL-RDHM parameters (a priori versus calibrated), channel and floodplain 

Manning n values, DEM resolution (10m versus 30m), and computation mesh resolution (10m+ 

versus 30m+). Simulations show that HiResFlood-UCI produces reasonable results with the a 

priori parameters from NWS. Sensitivities to hydraulic model resistance parameters, mesh 

resolution, and DEM resolution are also identified, pointing to the importance of model 

calibration and validation for accurate prediction of localized flood intensities. HiResFlood-UCI 
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performance was examined using six measured precipitation events as model input for validation 

of the streamflow at the outlet and an interior point. Validation builds confidence in model 

predictions of river discharge, flood extent and localized velocities, which are fundamental to 

reliable flood warning.   

HiResFlood-UCI was implemented for flood forecasting in the Cedar River Basin using real-

time remote sensing precipitation PERSIANN-CCS data. The model was evaluated for the 

historical 2008 Iowa flood. The results show HiResFlood-UCI with real-time PERSIANN-CCS 

was able to capture the observed hydrographs and reasonably match the USDA’s AWiFS 56m 

resolution flood imagery over the most impacted area in the extended Cedar Rapids region. This 

is promising for a global high resolution flood warning system pairing HiResFlood-UCI with 

PERSIANN-CCS in the near future. 
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Chapter 1. Introduction 

1.1 Floods and flash floods  

Floods are one of the most hazardous disasters in society.  Floods account for 15 percent of all 

fatalities related to natural hazards (World Meteorology Organization – WMO, 2011).  Fig. 1-1 

shows the world-wide flood statistics from 1950 to 2010 using data from the Center for Research 

on the Epidemiology of Disasters (CRED, http://www.emdat.be).  There was a significantly 

increasing trend in the number of floods occurring, number of deaths, number of people affected 

and economic damage over the past half century.  In the 1990s, approximately 100 thousand 

people died and 1.4 billion people were affected by floods as a result of the severe flooding 

happening in China.  Between 1987 and 1997, 44 percent of all floods occurred in Asian 

countries causing 288,000 deaths and economic damage of $136 billion (UNESCO, 2014, 

available online at http://webworld.unesco.org/water/wwap/facts_figures/managing_risks.shtml). 

The global warming leads to an increase in precipitation intensity in many parts of the world 

which may cause more severe floods.  Strauss and Kulp at Climate Central organization (2014) 

predicted that about 2.5 percent of the world population live in an area likely to be impacted by 

flooding by the end of the 21st century.  
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Fig. 1-1. Flood statistics from 1950 to 2010 using data from CRED 

 

It is sometimes confusing for the public to distinguish the difference between the definitions of 

floods and flash floods.  Flash floods are one kind of floods which have short duration but can 

result in many fatalities.  A flood happens when prolonged rainfall over several days, intense 

rainfall over a short period of time, or an ice or debris jam causes a river or stream to overflow 

and flood the surrounding area.  

A flash flood can occur within six hours of a rain event, or after a dam or levee failure, or 

following a sudden release of water held by an ice or debris jam.  The use of the word “flash” 

here is synonymous with “urgent.” (http://www.nws.noaa.gov/floodsafety/floodsafe.shtml).  

Flash floods usually occur in streams and small watersheds, about 260km2 (Davis, 1998).  Such 
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watersheds often have rapid responses to intensive rainfall because of their steep slopes, 

saturated soils and impermeable surfaces (Hapuarachchi et al., 2011). 

1.2 Modeling floods 

Many efforts have been made to improve flood modeling and forecasts for the past decade 

through the improvements of data collecting capabilities and modeling techniques.  Flood 

modeling can be categorized into two types of models: data-driven and hydrological models.   

The former use a statistical relationship between rainfall and river flow to generate flow 

simulation while the latter can be lumped, semi-lumped or distributed models. 

In data driven models, statistical or machine learning techniques (Neural network) can be used to 

generate flows based on a training process with historical  rainfall - discharge data (Sahoo et al., 

2006; Piotrowski et al., 2006; Kim & Barros, 2001).  This type of models is often simple to set 

up and gives acceptable results but requires long term data records (Hapuarachchi et al., 2011).  

On the other hand, many hydrological models have been developed and applied for flood 

modeling and forecasting.  Lumped models are commonly used for these purposes (Kobold & 

Brilly, 2006; Sirdas & Sen, 2007); however, distributed models have recently become more 

common because of data availability (i.e. the current NWS flash flood guidance system; Borrell 

et al., 2006).  

Hydrologic models as simplified representations of a part of the hydrologic cycle have served as 

important tools for modeling flash flooding.  Based on the application and type of data available, 

hydrologic models have been designed with various levels of complexity from the so-called 

lumped (e.g. HBV, Bergstrom, 1995; Sacramento Soil Moisture Accounting - SAC-SMA, 

Burnash et al., 1973) to semi-lumped (e.g. VIC – Liang et al., 1994) and distributed (e.g. HL-
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RDHM – Koren et al., 2003, 2004, 2007).  Lumped models treat the whole system as one 

element with single inputs and outputs at a time and do not account for the spatial variability 

over the domain (Khakbaz et al., 2012).  On the other hand, distributed models, which can 

capture the heterogeneities in the watershed characteristics and hydrometeorological forcings, 

are suggested to better represent the physical mechanisms of the reality.  New technologies in the 

field of remote sensing enable distributed data of earth surface characteristics (topography, soil 

types, land uses) and forcing inputs (precipitation, temperature, evapotranspiration, etc.) 

available for distributed models. In addition to forcing data, remote sensing information, such as 

surface water data from the Surface Water and Ocean Topography mission (SWOT, to be 

launched in 2020), will be useful for distributed calibration/validation efforts of distributed 

models in the near future (Mersel et al., 2013). 

The Office of Hydrologic Development (OHD) at the National Weather Service (NWS) 

conducted the distributed model intercomparison project phases 1&2 (DMIP1&2, Smith et al., 

2004, 2012a, 2012b) in the regions of Oklahoma, Arkansas and Missouri. The DMIP 

experiments were designed to compare the performance of distributed models amongst 

themselves and to the currently operational lumped model (SAC-SMA) in various aspects of 

hydrologic modeling such as outlet hydrographs, interior-point hydrographs, model complexity, 

model calibration, a priori parameters and soil moisture.  Reed et al. (2004) concluded, from the 

results of DMIP1 concluded, that in most of the cases of the experiments, lumped models 

showed better overall performance than distributed models.  DMIP2 results suggested that 

distributed models can account for spatial features of basins and precipitation, and also preserve 

the water balance in catchments (Smith et al., 2012b). 
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A hydrologic model even lumped or distributed normally involves two main components: 

rainfall-runoff estimator and routing scheme. In the latter, water is routed either using a routing 

equation in lumped models or through a cell "conceptual" channel system in distributed models.  

This can be considered as a weakness of hydrologic models for flood modeling because the 

"true" physical characteristics of the rivers/channels are not accounted for.  Therefore, hydraulic 

models such as 1D HEC-RAS (US Army Corps of Engineers - USACE), MIKE FLOOD (Danish 

Hydraulic Institute - DHI), BreZo (Sanders & Begnudelli), and LISFLOOD-FP (University of 

Bristol) have been applied to simulate floods (Horritt & Bates, 2002; Patro et al., 2009; 

Begnudelli & Sanders, 2006; Bates et al., 2010).  One of the main advantages of hydraulic 

models is that they can simulate water flowing in the 'true' river systems.  This provides more 

information of flash floods in spatial distribution. 

Many efforts have been made to take advantage of both hydrologic and hydraulic models by 

coupling them together in a system for flood modeling purposes.  In regional scale, Kim et al. 

(2012) coupled the Triangulated Irregular Network-Real Time Integrated basin Simulator 

(tRIBS) with an Overland Flow Model (OFM) for a watershed of 64 km2.  Bonnifait et al. (2009) 

coupled TOPMODEL with a 1D hydraulic model named CARIMA for reconstructing the 

catastrophic flood event in the Gard region of France. In large scale, a coupled 

hydrologic/hydraulic framework of the Interactions between Soil-Biosphere-Atmosphere (ISBA) 

and LISFLOOD-FP (Bates et al., 2010; Neal et al., 2012) was developed for the Ob River in 

Siberia (Biancamaria et al., 2009).  More recently, Schumann et al. (2013) were successful in 

coupling the widely used VIC (Liang et al., 1994) with LISFLOOD-FP for forecasting daily 

flood inundation in large scale for the Lower Zambezi River.  



6 
 

1.3 Research motivation 

Due to the nature of their design, current coupled hydrologic/hydraulic model systems tend to 

suffer the inherent trade-off between capturing fine details through the utilization of high 

resolution and covering extensive areas.  A flexible computational mesh makes the proposed 

coupled system feasible for large areas while maintaining the ability to capture flood details 

where needed (i.e. closer to the river). The design of the proposed coupling framework itself is 

unique in that it has the capability to easily switch from uncoupled to coupled mode.  In an 

operational sense, this is extremely valuable as the hydrologic model may be permanently 

running for an entire large region, such as a river forecast center area, and when a more localized 

area requires detailed simulation of a flooding event the hydraulic component may be activated. 

1.4 Research objectives 

This research aims to develop a high resolution coupled hydrologic/hydraulic model 

(HiResFlood-UCI) for flash flood modeling.  The Hydrology Laboratory Research Distributed 

Hydrologic model (HL-RDHM) is coupled with a hydraulic model, BreZo (Sanders & 

Begnudelli) for flash flood modeling in high resolution at river scale.  Further applications of the 

coupled model are to simulate past severe flash floods, flash flood forecasts and flash flood 

analysis with various scenarios.   

The objectives of this dissertation are: 

1) Developing HiResFlood-UCI for flood modeling purposes. 

2) Developing a semi-automated technique of efficient unstructured mesh generation for 

HiResFlood-UCI. 
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3) Testing the sensitivities of HiResFlood-UCI with synthetic precipitation data for 

various components including hydrologic parameters (a priori versus calibrated), 

hydraulic Manning n values, DEM resolution (10m versus 30m), and computation 

mesh (10m+ versus 30m+). 

4) Validating HiResFlood-UCI for both streamflow and flooded maps for real extreme 

precipitation events.  

5) Applying HiResFlood-UCI for flood forecasting using real-time remote sensing 

precipitation data. 

1.5 Outline of the research 

The remainder of this dissertation is organized into seven chapters.  Chapter 2 describes in 

details the development of the coupled hydrologic/hydraulic model named HiResFlood-UCI for 

flood modelling.  Chapter 3 addresses the method for calibration of HiResFlood-UCI.  Chapter 4 

describes the statistical metrics used in model validation. Chapter 5 presents the test of 

HiResFlood-UCI with hydraulic roughness parameters, default HL-RDHM parameters, DEM 

resolution and mesh resolution.  Chapter 6 is devoted to the validation of HiResFlood-UCI using 

streamflow observation with NEXRAD Stage 4 radar precipitation data.  Chapter 7 presents the 

application of HiResFlood-UCI for flood forecasting using real-time remote sensing precipitation 

data.  The summary and future works are described in Chapter 8.  
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Chapter 2. Model development 

HiResFlood-UCI is a coupled model based on the heritage of HL-RDHM and BreZo. The 

coupled model uses HL-RDHM as a rainfall-runoff generator and replaces the routing scheme of 

HL-RDHM with the 2D hydraulic model (BreZo) for better simulating floods at river scale. HL-

RDHM was chosen for the hydrologic component in the HiResFlood-UCI because this model is 

one of the most reliable hydrologic models, which was well developed and calibrated, especially 

for the U.S. BreZo has originally been developed for simulating flood extent and flow velocity at 

river scale and it has been successfully applied for dam breaks (Begnudelli & Sanders, 2006; 

Begnudelli & Sanders, 2007; Sanders, 2007; Begnudelli et al., 2008). 

2.1 Model heritage 

2.1.1 Hydrologic component (HL-RDHM) 

The Hydrology Laboratory - Research Distributed Hydrologic Model (HL-RDHM) was 

developed by the National Weather Service (NWS) Office of Hydrologic Development (OHD), 

with the basic concepts and structures originated by the Nile Forecast System by Koren and 

Barrett (1995).  HL-RDHM has been developed and implemented for the Contiguous United 

States (CONUS) for hydrologic research and development.  Detailed information can be found in 

the user manual V.3.2.0 (NWS, 2011).  HL-RDHM has been widely used for hydrologic studies 

including Smith et al. (2004), Moreda et al. (2006), Reed et al. (2007), Tang et al. (2007), 

Yilmaz et al. (2008), Wagener et al. (2009), Khakbaz et al. (2012), Smith et al. (2012a), and 

Smith et al. (2012b). 
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In SAC-SMA, unlike other distributed models with fixed values for sub-domains or the entire 

domain, an advanced algorithm was designed to derive a priori parameters from soil and land 

use data. Forcing data of HL-RDHM include next generation radar (NEXRAD) precipitation 

data and surface temperature for Snow-17. 

HL-RDHM is a distributed hydrologic model which was designed and implemented for the 

entire CONUS at a spatial resolution of 1 Hydrologic Rainfall Analysis Project (HRAP) grid 

(~4km).  HL-RDHM structure can also be applied for any cell resolution and time step length. 

The model involves 3 main modules: Snow-17, SAC-SMA, hillslope and channel routing (Fig. 

2-1).   

 

Fig. 2-1. Schematic structure of HL-RHDM system (NWS, 2011) 
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Snow-17  

The NWS snow accumulation and ablation model (Snow-17) available within HL-RDHM was 

developed by Anderson (1973).  Snow-17 is a conceptual index model for simulating the 

processes of snowmelt and snow accumulation based on air temperature.  The model structure is 

illustrated in Fig. 2-2.  Snow-17 has air temperature and precipitation as model inputs.  Snow-17 

uses air temperature as the index to determine the energy exchange across the snow-air interface.  

In distributed application of Snow-17 in HL-RDHM, the depletion curve can be set to a straight 

line or a snow or no snow relationship for each pixel.  More description of the Snow-17 can be 

found in Anderson (1973), Anderson (2006), and NWS (2011). 
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Fig. 2-2. Flowchart of Snow-17 model (Anderson, 2006) 

SAC-SMA 

SAC-SMA is the heart of the HL-RDHM model. Fig. 2-3 represents the schematic of the SAC-

SMA model. SAC-SMA has two conceptual layers, upper and lower zone storages.  Each layer 

has two basic components, tension water and free water.  Tension water is defined as the water 

that can only be removed from the soil by evaporation or evapotranspiration. The water which 

can be filled in the voids of the soil and eventually drains out of the soil is considered free water.  

The upper zone tension water is restricted to the volume of water which can be applied to the dry 

soil before any component of leakage takes place from the soil. Direct runoff is the fraction of 
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runoff which is due to rainfall over permanent imperious areas of the basin which drains directly 

to the stream channel. Surface runoff is the fraction of streamflow generated when rainfall 

exceeds infiltration.  Another component of moisture in the unsaturated zone is called the “upper 

zone free water” which moves laterally through the soil to provide interflow and moves 

vertically into deeper levels of the soil as percolation. The “lower zone tension water” is the 

water necessary to fully satisfy moisture requirements based on the molecular attraction between 

dry soils and moisture excluding free water in the interstices between the soil molecules.  

Baseflow is a combination of lateral drainage from lower zone supplementary and primary free 

water storages. Subsurface outflow is the drainage from lower zone free water storages to 

aquifers that do not discharge to the stream channel within the basin. More details about SAC-

SMA model can be found in Burnash et al. (1973) and Burnash (1995).  

 

Fig. 2-3. Schematic structure of SAC-SMA model 
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Hillslope and channel routing 
 
The routing scheme within HL-RDHM has two components, hillslope and channel routing (Fig. 

2-4).  The hillslope runoff consists of fast (surface) and slow (subsurface) flows.  In SAC-SMA, 

direct runoff and surface runoff are considered as fast flow, and interflow and baseflow as slow 

flow. Within a cell, fast runoff is routed over a conceptual uniform hillslope system then 

combined with the slow flow component and flow from upstream pixels routed through a cell 

conceptual channel.  In the channel routing process, water is moved from upstream to 

downstream through a topographically based cell-to-cell connectivity sequence (NWS, 2011).  

 



 

Fig. 2-4. Schematic structure of routing scheme in 

2.1.2 Hydraulic component (BreZo)

BreZo is a hydraulic model which solves the

finite volume method with unstructured grid of triangular cells. 

be rewritten in integral form as follows

14 

Schematic structure of routing scheme in HL-RHDM system (NWS, 2011)

component (BreZo) 

is a hydraulic model which solves the 2D shallow-water equations using Godunov

finite volume method with unstructured grid of triangular cells.  The shallow-wa

written in integral form as follows (Bradford & Sanders, 2002). 

                                                                                     

 

(NWS, 2011) 

using Godunov-type 

water equations can 

                                                                                     (1) 



15 
 

where U = (h uh vh)T is vector of flow variables. F and G are flux terms. S is source term. F, G 

and S are computed as follows. 

  

(2)

h is flow depth; u and v are velocities in x and y directions respectively. z is bed elevation, CD is 

drag coefficient computed from Manning formula CD = gn2/h1/3, where n is the bed’s Manning 

roughness value. 

A detailed description of the Godunov-type finite volume method solving the 2D shallow water 

equations in BreZo can be seen in Bradford & Sanders (2002), Begnudelli & Sanders (2006), 

Begnudelli et al. (2008).  One of the primary advances of the model is that it was designed for 

working with an unstructured grid of triangular cells which enables the model to simulate the 

water flow in varying shapes of the channel/river systems.  

Parameters of BreZo are surface friction (Manning, Chezy or Darcy-Weisbach), wind (optional), 

Coriolis Effect (optional) and viscosity (optional).  BreZo is flexible for setting initial conditions, 

boundary conditions (open, free slip wall, inflow, and outflow), inputs (multiple point sources), 

outputs (discharge, water level, flow velocity).   The advanced technique of cross-section zoning 

enables the user to estimate accumulative flows through a cross section.  Another advanced 

technique is for implementing tide as a type of boundary which is useful for modeling flash 

floods and inundation in coastal areas.  A more detailed description, demo and implementation of 

BreZo can be found at http://sanders.eng.uci.edu/brezo.html. 
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2.2 HiResFlood-UCI 

A new coupling framework named HiResFlood-UCI (High Resolution Flood model - University 

of California, I rvine) has been developed to couple the two models working together to simulate 

flash floods. HiResFlood-UCI has two basic components: distributed hydrologic HL-RDHM 

model for rainfall-runoff generation and BreZo for water flow routing. The whole coupling 

process is followed the steps below, illustrated in Fig. 2-5. The model employs HL-RDHM as a 

rainfall-runoff generator in coarse resolution to produce surface runoff which will be zoned into 

point source hydrographs at the sub-catchment outlets. With point source input, BreZo simulates 

the spatial distributions of water depth and velocity of the flow in the river/channel and flood 

plain. The coupled model is being implemented and tested for some catchments before being 

applied for the whole CONUS and other parts of the world. HL-RDHM and BreZo components 

are run in parallel. The framework is designed for processing the results from HL-RDHM to the 

form which BreZo can read as inputs. 

  



 

 

Fig. 2-5

2.2.1 Set up HL-RDHM 

HL-RDHM can be executed over the  whole CONUS with the 

NWS to provide surface and subsurface runoffs.  The model can also be set up for a specific 

domain in the CONUS using calibrated parameter adjustment coefficients pro

17 

5. HiResFlood-UCI coupling framework 

RDHM can be executed over the  whole CONUS with the a priori parameter set provided by 

NWS to provide surface and subsurface runoffs.  The model can also be set up for a specific 

domain in the CONUS using calibrated parameter adjustment coefficients provided by NWS.

 

parameter set provided by 

NWS to provide surface and subsurface runoffs.  The model can also be set up for a specific 

vided by NWS. 
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Hourly rainfall (i.e. Stage IV; PERSIANN – Hsu et al., 1997) and temperature (i.e. North 

America Land Data Assimilation Systems – NLDAS) data in coarse resolution (i.e. 4km) are 

input to HL-RDHM serving as a rainfall-runoff generator to produce surface and subsurface 

runoff volumes in the same resolution 

2.2.2 Reprocessing runoffs 

The runoff from HL-RDHM in coarse resolution (i.e. 1HRAP~4km, 1/2HRAP~2km) needs to be 

regridded into finer resolution (i.e. 10m) to capture the subcatchment shapes when mapping to 

the subcatchments.  Each subcatchment has a specific hydrograph associated with a given 

location along the stream at the point nearest to the centroid of the subcatchment and serving as a 

point source for BreZo.  Multiple point sources are then simulated within BreZo to produce flash 

flood information in appropriate spatial and temporal distributions in the river/channel systems 

and floodplains. 

2.2.3 BreZo simulation and output processing 

BreZo is set up with initial conditions (water level or depth, flow velocity) and boundary 

conditions (free, wall, inflow and outflow).  BreZo initial conditons in the channels and overland 

flood plains can be assigned a uniform condition (i.e. dry condition), using the observed data 

(water level or depth, flow velocity) or the condition from a warm-up run.  BreZo reads the 

subwatershed runoff hydrographs as pointsource input.  The time step for the model run is 

assigned to a value which allows the global maximum Courant number Cr ≤ 1 for model 

stability.  

The cross-sections are set at the points of interest to produce discharges.  Flooded-area maps and 

flow velocity maps can be output into Tecplot (vizualization software, http://www.tecplot.com/) 
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or ArcGIS format.  ArcGIS interpolation tools can be used to process the flooded maps and flow 

velocity maps from triangular mesh into regular grids for spatial evaluation or comparison. 

2.3 Method of designing efficient mesh in HiResFlood-UCI 

One of the most important parts of implementation of HiResFlood-UCI is the design of efficient 

high resolution triangular mesh. For a catchment, DEM is downloaded from USGS’s National 

Hydrology Dataset (NHD) at 10 or 30m resolution. ArcGIS was employed to process the 

watershed delineation for subcatchments, subcatchment centroids, stream networks. Using 

buffering techniques in ESRI ArcGIS and the software named Triangle (Shewchuk, 1996) the 

mesh can be created with various resolutions ranging from high resolution (i.e. 10m side in 

triangle elements) along the river where floods often happen, coarser and coarser (i.e. 30m, 

100m, 200m side in triangle elements) far away from the river network. Depending on the users’ 

particular application, the size of the buffer zones may be adjusted to ensure the capture of more 

or less detail as needed. This is especially relevant for mainstream width considerations. For 

example, this mesh development has been applied for the Cedar River watershed in Iowa 

(mainstream width approximately 200m) where buffer size (each side of the stream) of the finest 

mesh was 100m, and a 25m size was used for the finest mesh buffer for the Upper Little 

Missouri River watershed (mainstream width approximately 50m). The Triangle refines the 

triangular mesh based on an area constraint. The term of mesh resolution in the model is the 

length of a leg in a right isosceles triangle which has the equivalent area in the mesh refinement. 

The computational cost for modeling depends on the number of elements NE in the domain and 

the number of time steps NT as follows,  

                               � ~ �����                                                                                                          �3
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where C is the computational cost, k is a factor depending on the numerical scheme (Kim et al., 

2014). The proposed mesh design method allows for modeling the whole basin with a minimized 

number of elements while areas that are important during a flash flood still have the mesh in high 

resolution. In comparison with a mesh of uniform resolution the same as the highest resolution in 

the proposed method, the computational cost can be reduced as follows, 

                                ��
��

 ����
����

                                                                                                          �4
 

where CP, CU, NE-P, and NE-U are the computational costs and numbers of elements of the mesh 

designed by the proposed method and the uniform resolution mesh respectively.  

The elevation of each node of the triangular element is interpolated from the DEM using ArcGIS 

Interpolation Tools. The boundary conditions are assigned to the domain during the mesh 

creation using Triangle. 
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Chapter 3. Model calibration 

3.1 Calibration for HL-RDHM 

HL-RDHM is available with an a priori parameter set for the CONUS.  The procedure of 

calibration for HL-RDHM is described in detail in the HL-RDHM User’s Manual (NWS, 2011).  

The objective function used in HL-RHDM is the multi-scale objective function as follows: 

                        �  �∑ ���
��

�� ∑ ���,�,� � � ,�,��!
"�#��$%&�$%                                                               �5
     

where qo,k,i and qs,k,i are observed and simulated flows averaged over time interval k. σk is the 

standard deviation of the observed discharge, n is the total number of scales used, and mk is a 

number of ordinates at the scale k.  

Calibration of lumped hydrologic models is challenging (Sorooshian and Gupta, 1983; Duan et 

al., 1992; Sorooshian, et al. 1993), distributed hydrologic models have an even more 

complicated calibration process.  Global optimization techniques such as Shuffled Complex 

Evolution – University of Arizona (SCE-UA by Duan et al., 1992) have been employed 

successfully in calibration for lumped hydrologic models. However, these techniques generally 

require a large number of iterations and this may lead to difficulty in application for calibration 

for distributed hydrologic models. Moreover, global optimization may not transfer well the 

complexity of the spatial patterns of the pedologic and physiographical characteristics of a large 

domain into the distributed parameter grids (NWS, 2011). HL-RDHM has a built-in local search 

technique named Stepwise Line Search (SLS, Kuzmin et al., 2008) which provides a limited 

optimization based on a priori parameters.  
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HL-RHDM is flexible for users to choose manual or auto automatic calibration mode for a 

certain number of the parameters in SAC-SMA and routing components.  Fig. 3-1 shows the 

calibration process for SAC-SMA component in HL-RHDM.  On one hand, distributed a priori 

parameters of SAC-SMA for a basin are derived from soil texture, hydrologic soil group and 

land cover/use (Koren et al., 2003).  On the other hand, the model is calibrated in lumped or 

semi-lumped mode to obtain the area average parameters.  The a priori parameters are rescaled 

using the area lumped parameters.  SLS is used to search for a set of uniform scale factors that 

result in the best match of the simulated discharge with the observed hydrograph at the basin 

outlet.           

 

Fig. 3-1. Schematic diagram of SAC-SMA parameter calibration process (Smith et al., 2006) 

 

Fig. 3-2 shows the calibration process for the channel routing parameters in HL-RDHM.  A 

similar process to the calibration method used in SAC-SMA is applied to the channel routing 

calibration. Channel routing parameters at the basin outlet can be derived from the measured data 

including discharge, top width and cross-section.  The spatially variable basin properties 

including slope, area, and drainage density are used to calculate the variable channel routing 

parameters.  SLS technique is applied to find the uniform rescale factor set for the simulated 

discharge best fitting the observed hydrograph at the basin outlet. 



 

Fig. 3-2. Schematic diagram of channel routing parameter calibration pro

3.2 Calibration for BreZo 

HL-RDHM and BreZo in the coupled HiResFlood

current development, BreZo component 

roughness values to best fit the hydrograph at the catchment outlet. 

development for automatic calibration for BreZo using SCE

For flood simulation purposes, optimal 

function in calibration process for BreZo 

where n is the total number of observations, q

simulated discharge (m3/s) for each time

For areas where there are no stream gauge observation data, an 

HL-RDHM and Manning n roughness values are chosen from Chow’s look

1959) based on the catchment characteristics.
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Schematic diagram of channel routing parameter calibration process (

2006) 

RDHM and BreZo in the coupled HiResFlood-UCI can be calibrated separately.

component is manually calibrated by tuning the Manning 

roughness values to best fit the hydrograph at the catchment outlet.  A new procedure is under 

development for automatic calibration for BreZo using SCE-UA algorithm (Duan 

optimal Nash-Sutcliffe efficiency (NSE) is used as the objective 

function in calibration process for BreZo component.  

where n is the total number of observations, qo is the observed discharge (m3

/s) for each time step t. 

For areas where there are no stream gauge observation data, an a priori parameter set is used for 

roughness values are chosen from Chow’s look-

1959) based on the catchment characteristics. 

 

cess (Smith et al., 

be calibrated separately.  At the 

is manually calibrated by tuning the Manning n 

A new procedure is under 

algorithm (Duan et al., 1992).  

is used as the objective 

 

3/s), and qs is the 

parameter set is used for 

-up table (Chow, 



24 
 

Chapter 4. Statistical metrics  

4.1 Point comparison 

The model was validated across the time periods of extreme flood events (excluding the time of 

calibration process) using three metrics: Root Mean Square Error (RMSE), BIAS and Nash-

Sutcliffe efficiency (NSE).  

                    RMSE   �%
, ∑ �q.�t
 � q0�t
"�,1$%                                                                         �7
                                                                              

where n is the total number of observations, qo is the observed discharge (m3/s), and qs is the 

simulated discharge (m3/s) for each time step t. 

BIAS indicates the tendency of the simulated flows in comparison with gauge observations. A 

BIAS of 0 is optimal. Positive values indicate an overestimation while negative values indicate a 

tendency to underestimate.  

BIAS   ∑ �q0�t
  �  q.�t

,1$%
∑ q.�t
,1$%

                                                                               �8
 

CORR is the most commonly used measure for evaluating the goodness of fit of two 

hydrographs (McCuen & Snyder, 1975). CORR ranges from -1 (negatively correlated) to 1 

(correlated).  The ideal value of CORR is 1 and CORR of 0 indicates no correlation between the 

hydrographs. 

CORR   ∑ �q��t
  �  �9�
 ∑ �q0�t
  � � : 
&;$%,1$%
<∑ �q��t
  � �9�
�&;$% <∑ �q0�t
  � �9 
�&;$%

                                       �9
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NSE is used to assess the predictive power of the model. The ideal value of NSE is 1. Negative 

NSE values indicate that the mean of observations is a better predictor than the model. 

4.2 Spatial comparison 

The unique advancement of the model is its capability to produce the spatio-temporal 

distribution of water flow in the channel/river network as well as in the flood plains in high 

resolution. The spatial outputs (flooded-area maps, flow velocity) from the model in an 

unstructured triangular cell mesh were regridded into regular grid of 10m x 10m for comparison.  

Three main metrics (probability of detection - POD, false-alarm ratio - FAR, and critical success 

index - CSI) were used with three statistics: hits (having flood in both simulation and 

observation), misses (flood in observation but not in simulation) and false alarms (flood in 

simulation but not in observation). For these spatio-temporal experiments, no areal observations 

are available.  With that, they are used only for the sensitivity tests, taking the baseline run (see 

description of baseline run in Table 4-1) as the “observation”.   

Table 4-1. Contingency table used in flooded map validation 

 

AWiFS image 

Flooded Not flooded 

Predicted by 

HiResFlood-UCI 

Flooded Hit False alarm 

Not flooded Miss - 
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POD indicates the fraction of observed floods (from aerial images) that were correctly simulated. 

POD ranges from 0 to 1. POD of 1 means that floods were correctly simulated; 0 means no 

flooding detected by the model.  

POD   hits
hits C misses                                                                                   �10
 

FAR measures the fraction of simulated flooding that was not associated with observation. 

Similar to POD, FAR of 1 indicates that all floods were not associated with observation, FAR of 

0 indicates that no simulated floods found in observation. 

FAR   false alarms
hits C false alarms                                                                         �11
 

CSI measures the skill of the system ranging from 0 meaning no skill to 1 meaning perfect skill: 

CSI    hits
hits C misses C false alarms                                                       �12
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Chapter 5. Testing HiResFlood-UCI with synthetic precipitation  

5.1 Research domain  

Baron Fork at Eldon, Oklahoma (NWS forecast point ELDO2, Fig. 5-1) was chosen as the study 

area because it can be seen as a flashy catchment and data is available from the Distributed 

Model Intercomparison Project – Phase 2 (DMIP2, Smith et al., 2012a&b).  ELDO2 is an 

808km2 catchment of the Baron Fork River on the border of Oklahoma and Arkansas.  The 

USGS stream gauge 07197000 (latitude 35°55'16", longitude 94°50'18") is located at Eldon, 

Oklahoma. The USGS stream gauge 07196900 (latitude 35°52'48", longitude 94°29'11") is 

located at Dutch Mills, Arkansas, covering a drainage area of 105km2.  ELDO2 is a natural 

watershed which has limited manmade raised linear features such as levees, roadways, and 

railways. 

 



 

Fig. 5-1. Research area: ELDO2 catchment in DMIP2 experiment

5.2 Data collection 

Topographic data is crucially important in flood modeling (Sanders, 2007).  

model (DEM) data at 10m (1/3 second) and 30m (1 second)

elevation data (NED) was downloaded from USGS

http://viewer.nationalmap.gov/viewer/nhd.html?p=nhd

accuracies of ±1.55 m and ±2.44 m root mean square error (RMSE) 

2014). 

The DMIP2 project (http://www.nws.noaa.gov/oh/hrl/dmip/2/data_link.html

and boundary shape files to extract ELDO2 catchment.
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Research area: ELDO2 catchment in DMIP2 experiment

Topographic data is crucially important in flood modeling (Sanders, 2007).  The

(1/3 second) and 30m (1 second) resolution based on the national 

was downloaded from USGS’s National Hydrography Dataset (NHD, 

http://viewer.nationalmap.gov/viewer/nhd.html?p=nhd).  The 10m and 30m DEMs have vertical 

accuracies of ±1.55 m and ±2.44 m root mean square error (RMSE) respectively (Gesch 

http://www.nws.noaa.gov/oh/hrl/dmip/2/data_link.html) offers 

to extract ELDO2 catchment.  

 

Research area: ELDO2 catchment in DMIP2 experiment 

The digital elevation 

based on the national 

National Hydrography Dataset (NHD, 

The 10m and 30m DEMs have vertical 

respectively (Gesch et al., 

) offers projection 



 

5.3 Model implementation 

5.3.1 Set up HL-RDHM component 

HL-RDHM version 3.2.0 was set up for 

values of SAC-SMA model and Rou

coefficients provided by NWS.  The model was set at 1

to produce time-series at basin outlet

5.3.2 Set up BreZo component 

A new framework was proposed to design an efficient mesh for BreZo which allows for 

modelling large domains.  First, ELDO2 was extracted from the DEM map of Illinois River

basins (Fig. 5-2).  ESRI ArcGIS terrain processing tools were used for watershed del

derive the stream network and 119 sub

then snapped into the nearest stream serving as the subcatchment 

5-3). 

Fig. 5-2. DEM of ELDO2 extracted from USGS NHD database
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RDHM component  

RDHM version 3.2.0 was set up for the ELDO2 catchment. Distributed a prior

nd Routpix9 routing technique were adjusted by a set of calibrated 

The model was set at 1 HRAP resolution and an

basin outlet and interior point discharges, and gridded surface flow.

A new framework was proposed to design an efficient mesh for BreZo which allows for 

First, ELDO2 was extracted from the DEM map of Illinois River

ESRI ArcGIS terrain processing tools were used for watershed del

and 119 sub-catchments. Subcatchment centroids were created and 

then snapped into the nearest stream serving as the subcatchment hydrograph point sources (Fig. 

DEM of ELDO2 extracted from USGS NHD database 

a priori parameter 

were adjusted by a set of calibrated 

and an hourly time step 

surface flow. 

A new framework was proposed to design an efficient mesh for BreZo which allows for 

First, ELDO2 was extracted from the DEM map of Illinois River 

ESRI ArcGIS terrain processing tools were used for watershed delineation to 

centroids were created and 

hydrograph point sources (Fig. 

 

 



 

Fig. 5-3. Subcatchments, Stream network and Point sources of ELDO2

 

Rather than having a uniform high resolution mesh for the entire basin, the proposed procedure 

enables the design of an unstructured

river network are more important in flash flood simulation than

Four zones based on the distance from the stream were created using buffering tool

(Table 5-1 and Fig. 5-4).  Two meshes were created in th

has the highest resolution of 10

resolution of 30m.  
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Subcatchments, Stream network and Point sources of ELDO2

Rather than having a uniform high resolution mesh for the entire basin, the proposed procedure 

the design of an unstructured triangular mesh with various resolutions. 

river network are more important in flash flood simulation than those far away from the river.  

Four zones based on the distance from the stream were created using buffering tool

Two meshes were created in this experiment.  The first mesh (C

has the highest resolution of 10 m while the other (Case 2) was designed 

 

Subcatchments, Stream network and Point sources of ELDO2 

Rather than having a uniform high resolution mesh for the entire basin, the proposed procedure 

triangular mesh with various resolutions.  Areas along the 

those far away from the river.  

Four zones based on the distance from the stream were created using buffering tools in ArcGIS 

is experiment.  The first mesh (Case 1) 

 with the highest 
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Table 5-1. Mesh resolution related to the distance from the river  

Buffer 

zone 

Distance 

from river 

(m) 

Mesh resolution 

Case 1 Case 2 

Size (m) Area (m2) Size (m) Area (m2) 

1 25 10 50 30 450 

2 100 30 450 50 1,250 

3 500 100 5,000 100 5,000 

4 5,000 200 20,000 200 20,000 

 

 

 

 



 

  

Fig. 5-4. Mesh design of ELDO2 catchment for BreZo: 4 zones with various resolutions (Table 

ArcGIS interpolation tools and the Triangle software (Shewchuk

refinement option based on cell areas t

In terms of an efficient mesh, the final 10m

is significantly more efficient compared to the mesh of 25

uniform 10m resolution.  This leads to an approximately 32

time.               
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Mesh design of ELDO2 catchment for BreZo: 4 zones with various resolutions (Table 

5-1) 

ArcGIS interpolation tools and the Triangle software (Shewchuk, 1996) were used with 

refinement option based on cell areas to create the final mesh (Fig. 5-5).   

terms of an efficient mesh, the final 10m+ resolution mesh (Case 1) has 802,405 elements and 

is significantly more efficient compared to the mesh of 25,589,112 elements designed with a 

uniform 10m resolution.  This leads to an approximately 32-fold reduction in computational 

Mesh design of ELDO2 catchment for BreZo: 4 zones with various resolutions (Table 

1996) were used with the 

405 elements and 

112 elements designed with a 

ion in computational 



 

Fig. 5-5. Final unstructured triangular cell mesh of ELDO2 for BreZo in Case 1 (Table 

 

5.4 Scenario description 

This experiment used a uniform synthetic 

created from the partial duration series

confidence intervals for 2 hours, 1% probability at USGS 7197000.

The precipitation was uniformly distribute

effects that natural, distributed precipitation will have on discharge, particularly 

events.  The main purpose of using synthetic data in this experiment is to capture the impact of 

changing certain model elements such as channel and

resolution, mesh resolution, and calibration of the hydrologic model.  Table 

various model runs that were used to explore model response to changes in t
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Final unstructured triangular cell mesh of ELDO2 for BreZo in Case 1 (Table 

This experiment used a uniform synthetic rainfall input of 2 continuous hours of 87.38 mm/hr 

the partial duration series (PDS)-based precipitation frequency estimates with 90% 

confidence intervals for 2 hours, 1% probability at USGS 7197000. 

uniformly distributed over the entire catchment in an attempt to negate 

effects that natural, distributed precipitation will have on discharge, particularly 

events.  The main purpose of using synthetic data in this experiment is to capture the impact of 

ing certain model elements such as channel and floodplain roughness (Manning

resolution, mesh resolution, and calibration of the hydrologic model.  Table 5

various model runs that were used to explore model response to changes in the aforementioned 

 

Final unstructured triangular cell mesh of ELDO2 for BreZo in Case 1 (Table 5-1) 

rainfall input of 2 continuous hours of 87.38 mm/hr 

based precipitation frequency estimates with 90% 

catchment in an attempt to negate 

effects that natural, distributed precipitation will have on discharge, particularly on the timing of 

events.  The main purpose of using synthetic data in this experiment is to capture the impact of 

floodplain roughness (Manning n), DEM 

5-2 highlights the 

he aforementioned 
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model components.  The baseline run employs the average Manning n value for the channel and 

floodplain as provided by Chow (1959), uses the calibrated hydrologic model parameters as 

provided by the NWS, a 10m DEM, and a mesh resolution with the finest grids near the river at a 

10m resolution. 
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Table 5-2. Scenario description: Testing HiResFlood-UCI with Manning n values (Runs 1-6), 

HL-RDHM a priori parameters (Run 7), DEM 30m resolution (Run 8) and mesh 30m+ 

resolution (Run 9) 

Scenario 

Manning 

value – 

Channel 

Manning 

value – 

Floodplain 

HL-RDHM 

parameter 

DEM 

resolution 

Mesh 

resolution 

Baseline 0.0925 0.0975 Calibrated 10m Case 1 (10m+) 

Run1 0.0350 0.0350 Calibrated 10m Case 1 (10m+) 

Run2 0.0638 0.0663 Calibrated 10m Case 1 (10m+) 

Run3 0.1213 0.1288 Calibrated 10m Case 1 (10m+) 

Run4 0.0350 0.1600 Calibrated 10m Case 1 (10m+) 

Run5 0.1500 0.0350 Calibrated 10m Case 1 (10m+) 

Run6 0.1500 0.1600 Calibrated 10m Case 1 (10m+) 

Run7 0.0925 0.0975 a priori 10m Case 1 (10m+) 

Run8 0.0925 0.0975 Calibrated 30m Case 1 (10m+) 

Run9 0.0925 0.0975 Calibrated 10m Case 2 (30m+) 
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Significant attention was given to the evaluation of roughness parameter choice because of the 

potential tradeoffs of having different floodplain and channel roughness.  Runs 1-6 explore 

combinations of high and low parameter values in both the channel and the floodplain in an 

effort to examine the entire spectrum of possible outcomes that may result from a possibly 

uninform roughness choice.  

Run 7 addresses the outcome of using the a priori parameter grids for HL-RDHM (based on soil 

surveys) rather than calibrated grids.  This is a realistic scenario in that some basins may not 

have a stream gauge at the outlet to allow for calibration of the hydrologic model.  Run 8 

explores the outcome of using a 30m DEM grid as the base for generating the mesh, which is 

currently the finest resolution available in many parts of world.  Run 9 investigates the use of a 

slightly coarser mesh with the finest grids at 30m.  It should be noted that although the option to 

consider even coarser mesh resolution exists, the main intent of this work to provide high 

resolution flood information begins to deteriorate with a mesh coarser than 30m. 

5.5 Results 

One major innovation of HiResFlood-UCI is the capability to generate and display distributed 

high resolution flow information for an entire basin.  Fig. 5-6 shows the resulting map of 

maximum flow depth for the baseline simulation using synthetic precipitation as input. Similarly, 

Fig. 5-7 shows the maximum flow velocity for the baseline run.   



 

Fig. 5-6. Flooded map in Baseline scenario. H
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Flooded map in Baseline scenario. Hmax is the maximum water depth in the simulation

 

 

is the maximum water depth in the simulation 



 

Fig. 5-7. Flow velocity in Baseline scenario (see description of Baseline scenario in Table 

5.5.1. Testing HiResFlood-UCI with HL

When the hydrologic model is run using 

for the DMIP2 experiment, the overall impact on basin discharge is minimal in the synthetic 

precipitation experiment (Fig. 5

reduction of the first major peak and a slight increase of the secondary peak are noticeable.  

Additionally, the tail of the recession limb becomes slightly fatter compared to that of the 

baseline run.  Although anecdotal, the low sensitivity of the coupled model system to usin

priori parameter grids for the hydrologic model rather than calibrated grids is encouraging.  

There are some cases where basins are ungauged, and calibration of the hydrologic model 
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Flow velocity in Baseline scenario (see description of Baseline scenario in Table 

UCI with HL-RDHM a priori parameters 

When the hydrologic model is run using a priori parameter grids as opposed to those calibrated 

for the DMIP2 experiment, the overall impact on basin discharge is minimal in the synthetic 

(Fig. 5-8 and Table 5-3). Peak timing is unchanged and only a slight 

major peak and a slight increase of the secondary peak are noticeable.  

Additionally, the tail of the recession limb becomes slightly fatter compared to that of the 

baseline run.  Although anecdotal, the low sensitivity of the coupled model system to usin

parameter grids for the hydrologic model rather than calibrated grids is encouraging.  

There are some cases where basins are ungauged, and calibration of the hydrologic model 

Flow velocity in Baseline scenario (see description of Baseline scenario in Table 5-2) 

parameter grids as opposed to those calibrated 

for the DMIP2 experiment, the overall impact on basin discharge is minimal in the synthetic 

. Peak timing is unchanged and only a slight 

major peak and a slight increase of the secondary peak are noticeable.  

Additionally, the tail of the recession limb becomes slightly fatter compared to that of the 

baseline run.  Although anecdotal, the low sensitivity of the coupled model system to using a 

parameter grids for the hydrologic model rather than calibrated grids is encouraging.  

There are some cases where basins are ungauged, and calibration of the hydrologic model 
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component using discharge observations is impossible.  The results show that, for at least this 

basin, the inability to further calibrate the a priori parameter grids does not significantly 

depreciate the overall quality of the coupled system 

 

Fig. 5-8. HiResFlood-UCI with HL-RDHM a priori parameters 
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Table 5-3. Testing HiResFlood-UCI with HL-RDHM a priori parameters (Run7, see scenario 

description in Table 5-2) 

Scenario Hmax  

(m) 

Vmax  

(m/s) 

Peak Flow 

(m3/s) 

RMSE 

(m3/s) 

BIAS 

- 

NSE 

- 

CSI 

- 

POD 

- 

FAR 

- 

Baseline 10.25 5.69 1733.47 - - - - - - 

Run7 10.34 5.46 1670.70 65.13 0.09 0.99 0.99 1.00 0.01 

 

5.5.2 Hydraulic roughness parameter sensitivity 

The outcomes of the hydraulic roughness parameter sensitivity tests for the synthetic 

precipitation experiment point to the importance of careful identification of the roughness 

parameter in both the channel and floodplain (Fig. 5-9 and Table 5-4).  This is particularly 

evident through the evaluation of runs 4 and 5 (minimum channel roughness, maximum 

floodplain roughness and vice versa respectively) – see Table 5-2.   While the effect of changing 

the roughness parameters is more substantial in run 5, both runs had the same outcome of an 

increasing peak, an earlier timing of the peak, and a steepening of the recession limb.  This 

suggests that neither parameter significantly dominates the other, thus accurate characterization 

of both is important.  Not surprising are the hydrographs resulting from runs 1 and 6.  Run 1 

utilizes the smallest Manning n for both the channel and floodplain and intuitively features a 

hydrograph with a sharp peak and a quickly descending recession limb.  Accordingly, run 6 

shows the opposite with the smallest, most drawn-out peak of all runs as it uses the highest 

roughness parameters.   
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Fig. 5-9. Testing Roughness parameter for Runs 1-6 listed in Table 5-2 

Table 5-4. Testing hydraulic roughness sensitivity (see Scenario description in Table 5-2) 

Scenario Hmax 

(m) 

Vmax 

(m/s) 

Peak Flow 

(m3/s) 

RMSE 

(m3/s) 

BIAS 

- 

NSE 

- 

CSI 

- 

POD 

- 

FAR 

- 

Baseline 10.25 5.69 1733.47 - - - - - - 

Run1 10.26 9.04 3593.42 793.04 0.026 -1.09 0.90 0.90 0.00 

Run2 10.19 6.93 2362.20 341.73 0.013 0.61 0.96 0.96 0.00 

Run3 10.44 4.22 1414.13 203.55 -0.004 0.86 0.98 1.00 0.02 
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Run4 10.64 9.04 1822.03 92.07 0.021 0.97 0.94 0.95 0.01 

Run5 10.39 6.02 2504.80 435.10 0.011 0.37 0.96 0.96 0.00 

Run6 10.59 5.69 1368.55 225.04 -0.004 0.83 0.98 1.00 0.02 

5.5.3 Testing HiResFlood-UCI with DEM 30m resolution and Mesh 30m+ resolution 

Of the three sensitivity tests investigated other than the Manning’s n roughness sensitivity, the 

one that had the most negative impact on the resulting area-based statistics was increasing the 

DEM resolution from 10m to 30m.  This decrease in quality of flood extent-based metrics is 

intuitive for an increase in DEM resolution as the hydraulic model relies heavily on topography 

to govern flood dynamics.  While this scenario suffered the worst area-based statistics compared 

to the other sensitivity tests, the quality reduction was not so severe that it would warrant not 

using the coupled system if only a 30m were available.  The point-based outlet statistics suggest 

the same, as the NSE remains near 1 and the bias is the lowest compared to the other two non-

roughness sensitivity runs.  
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Fig. 5-10. Testing HiResFlood-UCI with DEM 30m resolution and Mesh 30m+ resolution 

 

Table 5-5. Testing HiResFlood-UCI with DEM 30m resolution (Run8) and mesh 30m+ 

resolution (Run9, see scenario description in Table 5-2) 

Scenario Hmax  

(m) 

Vmax  

(m/s) 

Peak Flow 

(m3/s) 

RMSE  

(m3/s) 

BIAS 

- 

NSE 

- 

CSI 

- 

POD 

- 

FAR 

- 

Baseline 10.25 5.69 1733.47 - - - - - - 

Run8 12.43 6.09 1583.30 81.23 -0.04 0.98 0.71 0.85 0.18 

Run9 10.07 6.65 1636.67 33.08 -0.02 1.00 0.84 0.99 0.16 

 

The mesh resolution sensitivity test suggests there is little change compared to the baseline 

scenario, especially in terms of outlet statistics, when the mesh resolution was increased from 
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10m+ to 30m+ (Fig. 5-10 and Table 5-5).  Not surprisingly, POD is slightly lower than 1 and 

FAR is slightly higher than 0.  It is unreasonable to expect a coarser mesh to perfectly capture 

the details of a finer mesh.  However, the differences are quite small for this synthetic study, and 

when modeling very large basins, it may be necessary to use a 30m+ mesh rather than a 10m+ 

mesh to save computational expenses.  This aspect of the sensitivity analysis suggests that a 

30m+ mesh would not be unreasonable for use, particularly in very large basins.  

5.6 Conclusions 

Using synthetic precipitation input, the model was tested for various components including HL-

RDHM parameters (a priori versus calibrated), channel and floodplain Manning n values, DEM 

resolution (10m versus 30m) and computation mesh resolution (10m+ versus 30m+).  

Simulations with calibrated versus a priori parameters of HL-RDHM show that HiResFlood-

UCI produces reasonable results with the a priori parameters from NWS.  Sensitivities to 

hydraulic model resistance parameters, mesh resolution and DEM resolution are also identified, 

pointing to the importance of model calibration and validation for accurate prediction of 

localized flood intensities.  From Figs. 5-8 -5-10, it can be concluded that the model is more 

sensitive to Manning n values than to the other parameters. 
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Chapter 6. Validating HiResFlood-UCI using streamflow observation with 
NEXRAD Stage 4 precipitation data 

6.1 Research domain and data collection 

The research domain in this experiment is ELDO2, described in details in Chapter 5. Hourly 4km 

NEXRAD radar rainfall data from 1995 to 2001 over the basin was from DMIP2. The National 

Centers for Environmental Prediction/Environmental Modeling Center (NCEP/EMC) hourly 

4km Stage IV rainfall data from 2002 to 2011 for the entire CONUS was downloaded from the 

National Center for Atmospheric Research (NCAR) website (http://data.eol.ucar.edu/codiac/dss). 

The temperature data in this experiment is from the North America Land Data Assimilation 

System (NLDAS, http://ldas.gsfc.nasa.gov/nldas). 

 Hourly streamflow data from 2000 to 2011 at the U.S. Geological Survey (USGS) stream gauge 

07197000 was retrieved from USGS’s National Water Information System (NWIS, 

http://nwis.waterdata.usgs.gov/nwis/) for calibrating and validation based on the streamflow at 

the watershed outlet.  The 15-minute streamflow and gauge height data at USGS 07196900 

(available from 2007) was downloaded from NWIS for validating the predicted streamflow and 

flood stage at the interior point of the watershed. 

6.2 Model implementation 

The HiResFlood-UCI model was implemented for 6 real flooding events in the ELDO2 basin.  

These events were selected based on the highest observed streamflow for which precipitation 

data were concurrently available. The flooding event in June of 2000 was selected as a 

calibration run, and 5 additional events (April 2004, March 2008, April 2008, October 2009, and 

April 2011) were run as validation events.  Fig. 6-1 highlights the total precipitation distribution 
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of each of these events as they appear on the HRAP grid.  The selected precipitation events 

represent a range of possible storm types, allowing for insight into how the model responds to 

given different scenarios.  March 2008 and April 2008 represent lighter but longer storms, 

whereas June 2000 and April 2011 have much more intense and generally shorter storms. 

Additionally, some storms are multimodal (April 2004 and April 2011), while the others 

represent more continuous events.  The hyetographs in Fig. 6-1 depict the various storm events.    

BreZo component was initialized for each event with a warm-up run that provides a low flow 

discharge similar to the observed discharge at the watershed’s outlet and at the beginning of the 

simulation. These events were also simulated using the NWS standard HL-RDHM with its native 

routing scheme rather than BreZo.  This is an important investigation to make certain that the 

additional information gained from using HiResFlood-UCI such as flow velocity, depth, and 

areal flood extent, are not at the expense of the quality point discharge information that HL-

RDHM already provides.   

Manual calibration of the Manning n values was conducted for the floodplain and river channel.  

Calibration efforts were based on optimizing NSE for the outlet hydrograph.  The flood event 

from June 21-23, 2000 was used as the calibration period.  This resulted in a channel roughness 

value of n1=0.07 and a floodplain roughness of n2=0.10, and yielded a NSE of 0.90.  These 

roughness parameter values were subsequently used in the remaining five validation flood 

events.  

 



 

Fig. 6-1. Total Rainfall (mm) of extreme events in ELDO2 from 2000 to 2011

6.3 Results and discussion 

6.3.1 Discharge at the watershed outlet

The simulated hydrographs from the two models at the outlet for the 6 ca

with each other and with the gauge observations (Figs. 6

of simulating the flood magnitudes, 

neither shows dominance in comparison to gauge o
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Total Rainfall (mm) of extreme events in ELDO2 from 2000 to 2011

.3.1 Discharge at the watershed outlet 

The simulated hydrographs from the two models at the outlet for the 6 case studies are compared 

with each other and with the gauge observations (Figs. 6-2 - 6-7). The results show that in terms 

magnitudes, HiResFlood-UCI performs comparable to HL

neither shows dominance in comparison to gauge observations.  In terms of   simulating peak 

 

Total Rainfall (mm) of extreme events in ELDO2 from 2000 to 2011 

se studies are compared 

7). The results show that in terms 

UCI performs comparable to HL-RDHM but 

bservations.  In terms of   simulating peak 
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timing the maximum difference is about 2 hours, but no systematic tendency is detected. In terms 

of the timing difference of the two models with observation, the maximum was around 3 hours 

and again, no special trend was evident.  Table 6-1 summarizes the statistics of the case studies 

for both models with the USGS gauge at the ELDO2 outlet serving as the “true” observation.  In 

all of the selected cases, the statistics for HL-RDHM are quite similar to those of HiResFlood-

UCI, and no one model decisively dominates the other. This is an encouraging result as 

HiResFlood-UCI is able to provide additional information, particularly spatially distributed high 

resolution flow depth and velocity, while at the same time not sacrificing the quality outlet flow 

information that HL-RDHM was designed to generate.   

 

Fig. 6-2. Simulation results at watershed outlet 
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Fig. 6-3. Simulation results at watershed outlet 

 

 

Fig. 6-4. Simulation results at watershed outlet 
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Fig. 6-5. Simulation results at watershed outlet 

 

 

Fig. 6-6. Simulation results at watershed outlet 
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Fig. 6-7. Simulation results at watershed outlet 
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Table 6-1.  Statistics of event simulations at watershed outlet. The event in June 2000 was used 

for model validation 

Event 
Observation/ 
Simulation 

Peak flow Peak flow Phase RMSE BIAS NSE 

(m3/s) error  (%) 
error  
(hr) (m3/s) - - 

June 

2000 

USGS 

Observation 1548.90 - - - - - 

HL-RDHM 1144.30 -26.12 1 116.76 -0.09 0.91 

HiResFlood-UCI 1200.00 -22.53 0 123.03 -0.06 0.90 

April 

2004 

USGS 

Observation 1234.60 - - - - - 

HL-RDHM 808.40 -34.52 -1 124.99 0.04 0.80 

HiResFlood-UCI 756.27 -38.74 -3 170.27 -0.07 0.63 

March 

2008 

USGS 

Observation 971.27 - - - - - 

HL-RDHM 862.79 -11.17 -3 129.58 -0.06 0.80 

HiResFlood-UCI 813.00 -16.30 -3 121.49 -0.08 0.83 

April 

2008 

USGS 

Observation 1121.30 - - - - - 

HL-RDHM 851.63 -24.05 -1 100.87 0.07 0.83 

HiResFlood-UCI 762.00 -32.04 -1 80.47 -0.04 0.89 
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October 

2009 

USGS 

Observation 911.80 - - - - - 

HL-RDHM 996.37 9.28 -1 179.10 0.17 0.51 

HiResFlood-UCI 976.00 7.04 1 146.04 0.14 0.67 

April 

2011 

USGS 

Observation 1781.10 - - - - - 

HL-RDHM 1740.10 -2.30 -2 260.11 0.25 0.67 

HiResFlood-UCI 1840.00 3.31 -2 208.97 0.17 0.78 

 

6.3.2 Discharge at interior point 

Since the USGS stream gauge 07196900 at Dutch Mills was installed in 2007 as part of DMIP2 

project, the observed streamflow is available for validation at the interior point for only 4 events 

in March and April 2008, October 2009 and April 2011.  Figs. 6-8 – 6-11 and Table 6-2 show the 

simulation discharges of the four events at the interior point.  Similarly to the HL-RDHM Rupix9 

routing technique, HiResFlood-UCI well captured the hydrographs at the interior point during 

the events (NSE ranges from 0.89 to 0.97).  The predicted flood peak times by HiResFlood-UCI 

are very accurate, within 1 hour.  The results suggest that HiResFlood-UCI is capable of 

preserving the advantage of the distributed hydrologic model HL-RDHM in simulating 

streamflow at interior points of the watershed. 
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Fig. 6-8. Simulation results at interior point USGS 07196900 

 

 

 

 

Fig. 6-9. Simulation results at interior point USGS 07196900 
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Fig. 6-10. Simulation results at interior point USGS 07196900 

 

 

Fig. 6-11. Simulation results at interior point USGS 07196900 
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Table 6-2.  Statistics of event simulations at interior point USGS 07196900 

Event Observation/ 
Simulation Peak  

flow 

Peak 
flow 
error 

Phase 
error 

RMSE BIAS NSE 

(m3/s) (%) (hr) (m3/s) - - 

March 

2008 

USGS 

Observation 

208.41 - - - - -

HL-RDHM 104.92 -49.66 1 30.12 -0.38 0.68

HiResFlood-UCI 128.18 -38.50 1 34.88 -0.42 0.56

April 

2008 

USGS 

Observation 

353.96 - - - - -

HL-RDHM 177.22 -49.93 0 23.70 -0.251 0.83

HiResFlood-UCI 237.89 -32.79 0 22.12 -0.25 0.85

October 

2009 

USGS 

Observation 

251.74 - - - - -

HL-RDHM 300.50 19.37 0 29.60 0.45 0.44
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HiResFlood-UCI 398.74 58.39 0 36.55 0.52 0.15

April 

2011 

USGS 

Observation 

546.51 - - - - -

HL-RDHM 721.90 32.09 0 57.10 0.27 0.73

HiResFlood-UCI 874.77 60.06 0 73.64 0.20 0.56

 

6.3.3 Flooded maps and flow velocity 

Figs. 13-15 highlight the spatial distribution of the maximum water depth (Hmax) and velocity for 

each pixel in the ELDO2 catchament for the April 2011 event.  The value of HiResFlood-UCI is 

exemplified by this series of figures in that they provide a clear picture of the most extreme 

depth and velocity for the entire basin (Figs. 6-12 and 6-13), but maintain a high enough 

resolution such that highly localized impacts (i.e. flooding of individual fields) can be seen (Fig. 

6-14). While some existing models (i.e. MIKE FLOOD, BreZo) are capable of capturing 

inundation at high resolutions, often it is only of a select river reach or a very small catchment 

due to computational expense. The  coupled structure HiResFlood-UCI allows for effiicient 

production of high resolution, spatial flow information for the whole catchment. While for some 

events, the estimated hydrograph from HiResFlood-UCI may be similar to that of HL-RDHM, 

the HiResFlood-UCI provides important information such as flow depth and velocity that is not 

available from commonly used hydrologic models. Flow depth and velocity are very important 



 

for flood warning, and the proposed 

flood warning capabilities.  

Fig. 6-12. Flooded
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for flood warning, and the proposed HiResFlood-UCI can potentially be used to enhance NWS’s 

Flooded-area map of ELDO2 in extreme event in April 2011

can potentially be used to enhance NWS’s 

 

area map of ELDO2 in extreme event in April 2011 



 

Fig. 6-13. Flow velocity of ELDO2 in extreme event in April 2011
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Flow velocity of ELDO2 in extreme event in April 2011Flow velocity of ELDO2 in extreme event in April 2011 



 

Fig. 6-14. Details of Flooded map and Flow velocity of ELDO2 in event April 2011

6.3.4. Validation of the floodplain inundation

Validation of the flooded maps was performed at a USGS gauge located at an interior point

the ELDO2 catchment (Fig. 6-15

constructed from a 10m DEM, with elevation being relative to the datum of the gauge.  

Simulated flood stage was retrieved using the flood extent maps and flow depth information 

produced by HiResFlood-UCI in conjunction with the channel cross section. 
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Details of Flooded map and Flow velocity of ELDO2 in event April 2011

Validation of the floodplain inundation using observed gauge height 

Validation of the flooded maps was performed at a USGS gauge located at an interior point

15).  A cross section of the channel at the gauge location was 

constructed from a 10m DEM, with elevation being relative to the datum of the gauge.  

Simulated flood stage was retrieved using the flood extent maps and flow depth information 

in conjunction with the channel cross section.  

Details of Flooded map and Flow velocity of ELDO2 in event April 2011 

Validation of the flooded maps was performed at a USGS gauge located at an interior point of 

).  A cross section of the channel at the gauge location was 

constructed from a 10m DEM, with elevation being relative to the datum of the gauge.  

Simulated flood stage was retrieved using the flood extent maps and flow depth information 



 

Fig. 6-15. USGS 07196900 gauge station site. Cross section derived from 10m DEM at gauge 

USGS 07196900, elevation with respect to the gauge datum (3

Vertical Datum of 1929, NGVD29)

The simulated and observed flood stage of the four validation events at the int

shown in Figs. 6-16 - 6-19.  While the difference between simulated and observed flood stage is 

substantial for all events (40-70% error or 1.81

reduced during flood peaks (5-29

stage and event stage errors for each of the validation events.  Lar

low flow periods at this site are not unexpected, as the 10m DEM remains too coarse to capture 

the fine details of this small stream. However, the simulated stage greatly improved during 
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USGS 07196900 gauge station site. Cross section derived from 10m DEM at gauge 

USGS 07196900, elevation with respect to the gauge datum (300.676m National Geodetic 

Vertical Datum of 1929, NGVD29) 

The simulated and observed flood stage of the four validation events at the int

.  While the difference between simulated and observed flood stage is 

70% error or 1.81-2.08m), the simulation error is significantly 

29% error or 0.19-0.82m).  Table 6-3 summarizes the flood peak 

stage and event stage errors for each of the validation events.  Large errors in stage height for 

low flow periods at this site are not unexpected, as the 10m DEM remains too coarse to capture 

the fine details of this small stream. However, the simulated stage greatly improved during 

 

USGS 07196900 gauge station site. Cross section derived from 10m DEM at gauge 

00.676m National Geodetic 

The simulated and observed flood stage of the four validation events at the interior point are 

.  While the difference between simulated and observed flood stage is 

2.08m), the simulation error is significantly 

summarizes the flood peak 

ge errors in stage height for 

low flow periods at this site are not unexpected, as the 10m DEM remains too coarse to capture 

the fine details of this small stream. However, the simulated stage greatly improved during 
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flooding, which is the most important period for HiResFlood-UCI because the model’s purpose 

is to capture details of high flow events.   

 

Fig. 6-16. Flood stage (m) with respect to the datum of gauge USGS 07196900 (300.676m 

NGVD29) 

 

 

Fig. 6-17. Flood stage (m) with respect to the datum of gauge USGS 07196900 (300.676m 

NGVD29) 
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Fig. 6-18. Flood stage (m) with respect to the datum of gauge USGS 07196900 (300.676m 

NGVD29) 

 

 
Fig. 6-19. Flood stage (m) with respect to the datum of gauge USGS 07196900 (300.676m 

NGVD29) 
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Table 6-3.  Statistics of flood stage with respect to the datum of gauge USGS 07196900 

Event 

Observation/ 

Simulation 

Flood Stage Flood Stage 

error 

Event stage 

error 

(m) (m) (m) 

March 

2008 

USGS 

Observation 

2.78 - - 

HiResFlood-UCI 3.60 0.82 1.94 

April 

2008 

USGS 

Observation 

3.63 - - 

HiResFlood-UCI 3.82 0.19 2.08 

October 

2009 

USGS 

Observation 

3.64 - - 

HiResFlood-UCI 4.04 0.40 2.06 

April 

2011 

USGS 

Observation 

4.51 - - 

HiResFlood-UCI 4.96 0.45 1.81 
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6.4 Conclusions 

HiResFlood-UCI performance was examined using 6 measured precipitation events as model 

input for validation of the streamflow at the outlet.  The Nash-Sutcliffe Efficiency (NSE) 

obtained ranges from 0.629 to 0.904.  The model was also validated for the flooded map using 

USGS observed water level at an interior point.  The predicted flood stage error is 0.82m or less, 

based on a comparison to measured stage.  Validation of stage and discharge predictions builds 

confidence in model predictions of flood extent and localized velocities, which are fundamental 

to reliable flash flood warning.    
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Chapter 7. Application of HiResFlood-UCI for flood forecasting using 
real-time remote sensing precipitation data 

7.1 Introduction 

The primary hydrologic forcing into a catchment responsible for floods is extreme rainfall. Other 

types of floods can be caused by dam breaks, high tides and snow melting.  Many efforts have 

been made by various organizations across the world to prevent/mitigate the impact of floods on 

society; however, modeling and forecasting floods caused by extreme precipitation, especially 

flash floods, are still very challenging (Borga et al., 2011).  The difficulty exists with two main 

aspects: modeling techniques and data acquisition.  Currently, flood forecasting techniques can 

be classified into three main groups: (1) those based on precipitation forecast/nowcast data; (2) 

those based on hydrologic/hydraulic models which use rainfall and river stage observations; and 

(3) the two former techniques combined (WMO, 1981). 

Hydrologic and hydraulic models have been used to model floods driven by rainfall data from 

various sources: gauges, radars, satellites and numerical forecast models.  Precipitation data is a 

key variable in flood modeling.  Gauge data can be the most reliable as "true observation" but it 

is "point" data and difficult to extrapolate over a relatively large area. Furthermore, the gauge 

observation network is neither dense enough nor uniform in global scale, especially in rural, 

mountainous areas where floods occur more often. Radars have been used to estimate 

precipitation for flood warnings but they are expensive to operate and their coverage is also 

limited.  

Remote sensing technologies have emerged since the 1970s and have consistently advanced, 

showing great potential for near real-time precipitation estimation for high resolution (i.e. 4 km) 
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global scale flood forecasting and warning. .  The satellites launched by NASA and NOAA in the 

past several decades  (i.e. NASA’S Tropical Rainfall Measuring Mission - TRMM, NOAA’s  

Geostationary Operational Environmental Satellite series - GOES), and others launched by other 

international organizations offer great opportunities for developing global flood warning 

systems. Those systems include the Global Flood and Landslide Monitoring System by NASA 

(Hong et al., 2007), Global Flash Flood Guidance System (GFFGS) developed by the U.S. 

Hydrologic Research Center, Global Flood Alert System (GFAS) developed in Japan by 

ICHARM (http://www.icharm.pwri.go.jp/research/ifas/), and the Global Flood Monitoring 

System (http://flood.umd.edu/) by the University of Maryland (Wu et al., 2014).  All the models 

provide very basic warnings on where there is possible potential for floods to occur. None of 

them can show the details of the floods, e.g. spatio-temporal distribution of water depth and flow 

velocity at river scale, which are crucially important in flood analysis and warnings. 

Together with the rapid evolution in remote sensing technologies, more data with larger coverage 

and finer spatio-temporal resolution have been available for use. Furthermore, with numerous 

contemporary and future missions such as NASA's Global Precipitation Measurement (GPM, 

launched in 2014), and NASA's Soil Moisture Active Passive (SMAP, to be launched in 2015), 

NASA offers the unique opportunity to better understand the physics of floods in order to 

develop a new generation of models, which will improve global flood forecasting. Moreover, 

powerful computing systems motivate modelers to use high resolution hydrologic/hydraulic 

models to simulate the water flow in rivers and flood plains as realistically as possible to protect 

people and mitigate the damages of their properties caused by extreme flood hazards. 

Satellite-based surface water measurements are becoming routine for flood observations and 

forecasting. Information from satellite sensors such as Landsat Thematic Mapper (TM), 
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Advanced Wide Field Sensor (AWiFS), Moderate Resolution Imaging Spectroradiometer 

(MODIS), Advanced Synthetic Aperture Radar (ASAR), Advanced Microwave Scanning 

Radiometer – Earth observing system (AMSR-E), and Ocean Topography Experiment 

(TOPEX)/Poseidon radar altimeter  can be used to estimate flood inundation, water level, and 

river discharge (Hossain et al., 2014a&b; Khan et al., 2014; Alsdorf, et al., 2007; Bjerklie et al., 

2005; Brakenridge et al., 2005; Bates et al., 1997; Behrangi et al., 2011). The NRT Global 

MODIS Flood Mapping system recently developed by NASA for near real-time global flood 

monitoring and its archived data will be a great resource for validating the proposed system 

(http://oas.gsfc.nasa.gov/floodmap). The NASA's Surface Water Ocean Topography (SWOT, 

launched 2020) will provide global river discharge observation (Mersel et al., 2013), which is 

promised to be a revolutionary resource for flood observation and forecasting in addition to 

validation of flood modelling at a global scale. 

The Iowa Flood Center (IFC) hosted a National Aeronautics and Space Administration (NASA) 

Global Precipitation Measurement (GPM) validation field campaign in the spring of 2013 known 

as Iowa Flood Studies. The focus of the IFloodS campaign was to explore advantages and 

weaknesses of satellite precipitation products in terms of their application towards understanding 

and forecasting hydrologic processes (IFloodS – Krajewski et al., 2013). 

This section of the dissertation presents an application of the recently developed coupled 

hydrologic-hydraulic model HiResFlood-UCI (Nguyen et al., 2014) with near real-time satellite 

precipitation data (PERSIANN-CCS) for flood forecasting and inundation mapping in the Cedar 

River in Iowa.  The system was validated for the historical 2008 Iowa flood event using high 

resolution imagery from the Advanced Wide Field Sensor (AWiFS) of flood extent provided by 

the U.S. Department of Agriculture (USDA), and observations from U.S. Geological Survey 
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(USGS) streamflow gauges along the main channel of the Cedar River. The modeling framework 

uniquely integrates areal imagery into a coupled hydrologic-hydraulic modeling framework, and 

offers a unique avenue for validation and verification of inundation models.  This work aims to 

supplement the efforts of the IFloodS campaign through application of the HiResFlood-UCI 

model to a major flood event within the IFloodS domain.  The application is done in the context 

of using near real-time satellite precipitation data in a forecasting environment.     

7.2 Near real-time satellite precipitation PERSIANN-CCS 

PERSIANN-CCS (Hong et al., 2004) is a near real-time satellite precipitation product. 

Precipitation is estimated by algorithms developed by the scientists at the Center for 

Hydrometeorology & Remote Sensing (CHRS) at the University of California, Irvine (UCI).  

The product has high spatio-temporal resolution at hourly, 0.04ox0.04o, quasi-global coverage 

from 60N to 60S. PERSIANN-CCS algorithms estimate precipitation from GEO-IR (Infrared) 

imagery using artificial neural networks (ANNs) and cloud classification system techniques.  

More detailed description on the development of PERSIANN-CCS algorithms, product 

validation, and application can be found in Hsu et al. (1997), Sorooshian et al. (2000), Hong et 

al. (2004), Hong et al. (2007), and Hsu et al. (2013).  Since PERSIANN-CCS is available in near 

real-time with about 1 hour delay,  it is suitable for use in providing flood warnings to the public 

and flood disaster managers (Sorooshian et al., 2013; Nguyen et al., 2014). 

7.2 Research domain and data used  

The Cedar River is a 544km river in Minnesota and Iowa with a drainage area of approximately 

20,000km2 (Fig. 7-1). The Cedar River flows through two major cities (Waterloo and Cedar 

Rapids) in Iowa.  Agriculture is the main land use in the Cedar River Basin (Linhart & Eash, 

2010).  
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The Digital Elevation Model (DEM) at 30m resolution with vertical accuracy of ±2.44m in Root 

Mean Square Error (RMSE) was downloaded from USGS’s National Hydrology Dataset (NHD). 

Near real-time global PERSIANN-CCS precipitation data at 0.04 degree resolution is retrieved 

from UCI CHRS’s server.  The original PERSIANN-CCS is in geographical projection (lat/lon), 

so it is necessary to convert the data to the Hydrologic Rainfall Analysis Projection (HRAP, 1 

HRAP ~ 4km) using the code provided by NWS (available at 

http://www.nws.noaa.gov/oh/hrl/dmip/lat_lon.txt) for HiResFlood-UCI. 

For model validation, hourly USGS streamflow data at gauges along the Cedar River was 

retrieved from USGS’s National Water Information System (NWIS, 

http://nwis.waterdata.usgs.gov/nwis/).  

 



 

Fig. 

7.2 Model implementation 

HiResFlood-UCI was set up for Cedar River Watershed following the procedure in Nguyen 

(2014). HL-RDHM was set at an hourly time step, 1 HRAP resolution.  HL

implemented with the a priori parameters (Koren 

From USGS 30m DEM (Fig. 7-2)

using ESRI ArcGIS terrain processing tools (Fig. 7

designed using Triangle software 

described in detail in Table 7-1.  The highest resolution along the river network and within 100m 

from the river center line is 30m.
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Fig. 7-1. Cedar River Watershed 

UCI was set up for Cedar River Watershed following the procedure in Nguyen 

RDHM was set at an hourly time step, 1 HRAP resolution.  HL

parameters (Koren et al., 2003) from NWS.  

2), Cedar River Watershed was delineated into 29 subcatchments 

terrain processing tools (Fig. 7-3).  The unstructured triangular mesh was 

designed using Triangle software (Shewchuk, 1996) with buffering sizes and area cons

1.  The highest resolution along the river network and within 100m 

from the river center line is 30m. 

 

UCI was set up for Cedar River Watershed following the procedure in Nguyen et al. 

RDHM was set at an hourly time step, 1 HRAP resolution.  HL-RHDM was 

, Cedar River Watershed was delineated into 29 subcatchments 

).  The unstructured triangular mesh was 

, 1996) with buffering sizes and area constraints 

1.  The highest resolution along the river network and within 100m 



 

Manning n values for the channel and floodplain of Cedar River were selected from Chow’s 

look-up table (Chow, 1959) at 0.045 and 0.060 respectively.

 

Fig. 
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values for the channel and floodplain of Cedar River were selected from Chow’s 

at 0.045 and 0.060 respectively. 

Fig. 7-2. DEM of Cedar River Watershed 

values for the channel and floodplain of Cedar River were selected from Chow’s 

 



 

Fig. 7-3. Watershed delineation results including streams, subcatchments and 
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atershed delineation results including streams, subcatchments and 

locations 

 

atershed delineation results including streams, subcatchments and point-source 
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Table 7-1. Mesh design for BreZo 

Buffer 

zone 

Distance 

from river 

(m) 

Mesh resolution 

Size (m) Area (m2) 

1 100 30 450

2 500 50 1,250

3 1,000 100 5,000

4 5,000 500 125,000

5 20,000 1,000 500,000

 

7.3 Application of the model for simulating the historical 2008 Iowa flood 

7.3.1 Description of the Iowa flood 2008  

A sweep of several storms associated with sequential frontal system passages over the 

Midwestern U.S. was the primary contributor to the historic 2008 flood. The state of Iowa 

averaged 167mm of rain above normal for the period of May 29th – June 12th.  This occurred 

following an unusually heavy snowpack during the winter of 2007-2008, which provided enough 

snowmelt to saturate soils and elevate river levels prior to the arrival of the late spring storms.  

The 2008 flood is the largest flood on record for the Cedar River Basin, and had a peak discharge 

representing a 0.2-1% annual recurrence at the Cedar River stream gauge near the outlet (Linhart 
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& Eash, 2010). The streamflow measured by USGS’s stream gauge on the Cedar River at Cedar 

Rapids reached to 3,964m3/s, twice the maximum record of 110 years (Smith et al., 2013).  

7.3.2 Data collection 

Precipitation from PERSIANN-CCS for May 29th – June 25th of 2008 was collected to use as 

forcing data in the simulation.  Additionally, Stage 2 radar precipitation data for the same time 

period was obtained for a comparison to the satellite product.  Stage 2 data was selected for 

comparison because it too is a near real-time product that could be used in a forecasting setting 

(albeit, limited to the U.S.).  Figs. 7-4 and 7-5 show a comparison of precipitation totals for the 

2008 flood event for both products.  Overall, both products exhibit similar precipitation total 

patterns. The PERSIANN-CCS estimates less precipitation than Stage 2. PERSIANN-CCS 

estimates less precipitation than Stage 2.  This tendency to underestimate extremes is a common 

disadvantage of satellite precipitation products (Mehran & AghaKouchak, 2014). It can be seen 

that both products have an area of maximum total precipitation located upstream of the Cedar 

Rapids area, where the most damaging flooding in the basin occurred.   

 



 

Fig. 7-4. Total precipitation during the event from 29 May 00
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Total precipitation during the event from 29 May 00:00 to 25 June 23:00 2008: Stage:00 to 25 June 23:00 2008: Stage 2  



 

 

Fig. 7-5. Total precipitation during the event from 29 May 00:00 to 25 June 23:00 200

 

Using the Stage 2 precipitation as a baseline, spatial stati

PERSIANN-CCS and Stage 2.  Fig

RMSE is found in the central basin, which coincides

precipitation band.  Areas with the highest positive

western regions of the basin and areas with strongest negative 

northern and central basin.  The correlation coefficient pattern closely mimics that of RMSE, 

with the lowest correlation being in the 
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Total precipitation during the event from 29 May 00:00 to 25 June 23:00 200

PERSIANN-CCS 

Using the Stage 2 precipitation as a baseline, spatial statistics were calculated between 

CCS and Stage 2.  Figs. 7-6 – 7-8 highlight these spatial relationships.  The highest 

the central basin, which coincides with the location of the maximu

precipitation band.  Areas with the highest positive biases are detected in the sou

s of the basin and areas with strongest negative biases exhibited throughout

basin.  The correlation coefficient pattern closely mimics that of RMSE, 

with the lowest correlation being in the central basin. 

Total precipitation during the event from 29 May 00:00 to 25 June 23:00 2008: 

cs were calculated between 

highlight these spatial relationships.  The highest 

of the maximum total 

es are detected in the southern and 

es exhibited throughout the 

basin.  The correlation coefficient pattern closely mimics that of RMSE, 



 

Fig. 7-6. Comparison statistics between 

29 May 00:00 to 25 June 23:00 2008

Fig. 7-7. Comparison statistics between 

29 May 00:00 to 25 June 23:00 2008
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Comparison statistics between Stage 2 and PERSIANN-CCS hourly preci

29 May 00:00 to 25 June 23:00 2008 

 

Comparison statistics between Stage 2 and PERSIANN-CCS hourly precipitation from 

29 May 00:00 to 25 June 23:00 2008 

CCS hourly precipitation from 

CCS hourly precipitation from 



 

 

Fig. 7-8. Comparison statistics between 

29 May 00:00 to 25 June 23:00 2008

Observations from 7 USGS streamflow gauges scattered across the basin were used to analyze 

the simulated hydrographs produced by HiResFlood

shown in Fig. 7-9. 

79 

 

Comparison statistics between Stage 2 and PERSIANN-CCS hourly precipitation from 

29 May 00:00 to 25 June 23:00 2008 

Observations from 7 USGS streamflow gauges scattered across the basin were used to analyze 

rographs produced by HiResFlood-UCI.  Locations and IDs of 

CCS hourly precipitation from 

Observations from 7 USGS streamflow gauges scattered across the basin were used to analyze 

UCI.  Locations and IDs of these gauges are 



 

Fig. 7-9. USGS streamflow gage IDs and locations in the Cedar River Watershed used for 

This research used the AWiFS flood extent data from USDA.  Johnson and Lindsey (2008) 

suggest AWiFS (56m resolution) as an excellent compromise between Landsat (30m resolution 

but not frequent enough), and MODIS (250m resolution but more frequent).  AWiFS 

taken from the AWiFS sensor aboard the Indian Remote Sensing 

6 (IRS-P6).  AWiFS imagery has 56m resolution at nadir with a swath of 740km and a 5

revisit (Indian Remote Sensing Agency, 2003). The AWiFS images

May and 16 June 2008 were classified into flood/non
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USGS streamflow gage IDs and locations in the Cedar River Watershed used for 

validation 

This research used the AWiFS flood extent data from USDA.  Johnson and Lindsey (2008) 

suggest AWiFS (56m resolution) as an excellent compromise between Landsat (30m resolution 

but not frequent enough), and MODIS (250m resolution but more frequent).  AWiFS 

taken from the AWiFS sensor aboard the Indian Remote Sensing – Polar satellite launch vehicle 

P6).  AWiFS imagery has 56m resolution at nadir with a swath of 740km and a 5

revisit (Indian Remote Sensing Agency, 2003). The AWiFS images over the Iowa area on 29 

May and 16 June 2008 were classified into flood/non-flood then converted into vector format 

 

USGS streamflow gage IDs and locations in the Cedar River Watershed used for 

This research used the AWiFS flood extent data from USDA.  Johnson and Lindsey (2008) 

suggest AWiFS (56m resolution) as an excellent compromise between Landsat (30m resolution 

but not frequent enough), and MODIS (250m resolution but more frequent).  AWiFS imagery is 

Polar satellite launch vehicle 

P6).  AWiFS imagery has 56m resolution at nadir with a swath of 740km and a 5-day 

over the Iowa area on 29 

flood then converted into vector format 
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(shapefile) by USDA.  The data in shapefile format was downloaded from the USGS Hazard 

Data Distribution System (HDDS, http://hddsexplorer.usgs.gov/data).  Fig. 7-10 illustrates the 

magnitude of the 2008 Iowa flood in the Cedar River Basin as seen by AWiFS.  

As the figure shows, most of the basin’s streamflow conditions are characterized with these 

images except the northern, most upstream segment is not fully covered.  This was of little 

concern, as the most impacted area is the river towards the southern half of the basin, particularly 

near the Cedar Rapids area.  This pre-classified product depicts flooded areas that are noisy and 

disconnected from the main channel.  While these classifications may be correct (i.e. small 

ponds), both the pre-flood and post-flood images were manually cleaned such that only pixels of 

the main river channel and its tributaries were left.  This allows for a more straightforward 

analysis of the model’s performance of flooding the actual river by negating any influence the 

isolated ponds (not connected to the main river) would have on performance metrics.  

  



 

Fig. 7-10. AWiFS areal images of pre

7.3.3 Results and discussion 
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FS areal images of pre-flood (1 June 2008) and flood (16 June 2008)

 

 

flood (1 June 2008) and flood (16 June 2008) 
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Streamflow validation 

Fig. 7-11 shows the simulated and observed hydrographs at each of the 7 USGS gauge locations 

in the Cedar River Basin during the 2008 Iowa flood event.  Hourly basin average precipitation 

as captured by Stage 2 radar and PERSIANN-CCS is also highlighted in Fig. 7-11.  The major 

flood level at each gauge location as defined by the NWS is plotted as well.  In general, both 

simulations replicate the observed streamflow well in terms of event timing, but struggle in terms 

of peak magnitude.  The PERSIANN-CCS simulation catches the general shape of the observed 

streamflow, as evidenced by high correlation values in Table 7-2, but underestimates flow 

magnitude overall.  On the other hand, the Stage 2 simulation overestimates peak magnitude at 

some locations while underestimating at others, and features sharper, more frequent peaks than 

the observation and the PERSIANN-CCS simulation.  

  



 

Fig. 7-11. Average precipitation, USGS observed hydrographs and model results from model 

with Stage 2

Statistics in Table 7-2 highlight the differences in hydrographs produced throughout the basin 

when using Stage 2 radar data ver
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Average precipitation, USGS observed hydrographs and model results from model 

Stage 2 and PERSIANN-CCS precipitation data 

highlight the differences in hydrographs produced throughout the basin 

when using Stage 2 radar data versus PERSIANN-CCS data as they compare to observed USGS 

 

 

 

 

Average precipitation, USGS observed hydrographs and model results from model 

highlight the differences in hydrographs produced throughout the basin 

CCS data as they compare to observed USGS 
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streamflow gauge measurements.  RMSE values between the two simulations are comparable, 

but the Stage 2 simulation has a lower RMSE than the PERSIANN-CCS simulation at all gauges, 

except at the outlet.  In nearly all of the cases, simulations using Stage 2 and PERSIANN-CCS 

have a negative bias, with the PERSIANN-CCS forced simulation having a larger bias.  Since 

the model was run using a priori parameter grids, it is possible that with calibration, such bias 

could be reduced.  For correlation, both simulations show a strong performance throughout the 

basin with the lowest value for either case at 0.72.  The PERSIANN-CCS simulation slightly 

outperformed Stage 2 at all stream gauge locations except at the outlet in terms of correlation.     
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Table 7-2. Statistics of event simulations with STAGE2 and PERSIANN-CCS precipitation data 

comparing with USGS observed streamflow 

USGS Streamflow Gauge 
Precipitation 
Input 

RMSE 
(m3/s) BIAS CORR 

05457700 

Stage 2 77.79 -0.08 0.85 

PERSIANN-CCS 119.84 -0.51 0.87 

05458000 

Stage 2 46.50 -0.14 0.72 

PERSIANN-CCS 54.06 -0.50 0.87 

05458300 

Stage 2 233.32 -0.28 0.87 

PERSIANN-CCS 256.97 -0.48 0.97 

05458500 

Stage 2 139.07 -0.05 0.79 

PERSIANN-CCS 151.43 -0.54 0.86 

05464000 

Stage 2 353.32 -0.22 0.95 

PERSIANN-CCS 493.58 -0.39 0.99 

05464500 

Stage 2 328.10 -0.13 0.96 

PERSIANN-CCS 631.54 -0.42 0.97 
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05465000 

Stage 2 609.22 0.05 0.91 

PERSIANN-CCS 518.85 -0.31 0.89 

 

Inundation map validation 

The model not only can provide a step-by-step picture of the flooded conditions, but it can also 

highlight the maximum impact (e.g. maximum depth and maximum flow velocity) at each 

location for an event.  Fig. 7-12 is one example of such image, as it shows the maximum depth 

experienced during the flood event for the entire basin. Such information is not available from 

the commonly used hydrologic model, and it is a unique feature of the HiResFlood-UCI. The 

validation of the model simulation against the AWiFS product is carried out for a flood map at a 

certain time step.  Also highlighted in Fig. 7-12 is the area that was selected for validation (the 

“extended” Cedar Rapids area).  This area was chosen for its high flood impact and complete 

AWiFS coverage. 



 

Fig. 7-12. Maximum flood depth (m) during the event simulated with PERSIANN

extended Cedar Rapids area (Lat: 41.7393  

The cleaned, AWiFS imagery-based pre

and surrounding area are shown in Fig. 7

the corresponding area for the Stage 2 and PERSIANN

June 16th, 2008.  The predicted flooded maps were interpolated into 56m resolution regular grid 

in order to be spatially compared with the AWiFS images. 
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Maximum flood depth (m) during the event simulated with PERSIANN

extended Cedar Rapids area (Lat: 41.7393  - 42.1962oN; Lon: 91.8782 – 91.2465

based pre-flood and flood inundation maps for the Cedar Rapids 

unding area are shown in Fig. 7-13.  Fig. 7-14 shows the simulated inundation maps of 

the corresponding area for the Stage 2 and PERSIANN-CCS forced simulations for the f

The predicted flooded maps were interpolated into 56m resolution regular grid 

in order to be spatially compared with the AWiFS images.  

 

Maximum flood depth (m) during the event simulated with PERSIANN-CCS, and 

91.2465oW) 

flood and flood inundation maps for the Cedar Rapids 

shows the simulated inundation maps of 

CCS forced simulations for the flood on 

The predicted flooded maps were interpolated into 56m resolution regular grid 



 

Fig. 7-13. Cleaned flooded maps of 
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Cleaned flooded maps of pre-flood and flood over the extended Cedar Rapids area

 

 

flood and flood over the extended Cedar Rapids area 



 

Fig. 7-14. Modeled flood depth maps with Stage 2 and PERSIANN

90 

Modeled flood depth maps with Stage 2 and PERSIANN-CCS precipitation data over 

the extended Cedar Rapids area   

 

 

CCS precipitation data over 
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Fig. 7-15 shows the hit/miss/false alarm map for the simulations using each precipitation 

product.  Using the AWiFS inundation maps as ‘truth’ the Stage 2 simulation overestimated the 

flood extent as exemplified by more false alarm pixels than missed pixels. On the other hand, the 

PERSIANN-CCS simulation tends to have more misses than the Stage 2 simulation.  This is a 

somewhat expected by-product of PERSIANN-CCS showing less precipitation in the flood event 

total precipitation map (Figs. 7-4 and 7-5).  In fact, previous satellite validation studies indicate 

that satellite precipitation data sets tend to underestimate precipitation especially at higher rain 

rates (AghaKouchak et al., 2011, 2012). This can explain the underestimation of peak discharge 

relative to the Stage 2. However, the results show that satellite observations still provide 

comparable flood estimates, and inundation maps.  

  



 

Fig. 7-15. Validations of flooded maps from the model (with 

PERSIANN-CCS precipitation) using AWi
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Validations of flooded maps from the model (with Stage 2

CCS precipitation) using AWiFS areal imagery 

 

 

Stage 2 and 



93 
 

Table 7-3.  Statistics of flooded map validations for the extended Cedar Rapids area 

Precip. input CSI POD FAR 

STAGE2 0.672 0.965 0.311 

PERSIANN-CCS 0.727 0.925 0.227 

 

Table 7-3 summarizes the spatial statistics for both simulations as they relate to the AWiFS maps 

of the extended Cedar Rapids area. The CSI for the PERSIANN-CCS simulation is slightly 

higher than the Stage 2 simulation, which suggests it correctly identified flooded pixels with few 

mistakes (miss or false alarm) compared to the Stage 2 run. Overall, both simulations performed 

reasonably well as the model was able to capture much of the detail present in the AWiFS-based 

maps when forced with both precipitation products. This highlights the value of satellite 

observations for flood forecasting and inundation mapping in remote regions where radar 

observations are not available (Sorooshian et al., 2011). 

7.4 Conclusions 

The coupled hydrologic-hydraulic model HiResFlood-UCI was driven by near real-time remote 

sensing data in an effort to demonstrate flood inundation mapping capabilities of the model in a 

forecasting framework.  Two near real-time precipitation products, PERSIANN-CCS satellite-

based product and Stage 2 radar, were used as input for simulating the historic 2008 Iowa flood.  

This study exploited the rare AWiFS areal imagery of the Cedar River in the extended Cedar 

Rapids area before and during the flood as a means of validating the model generated flood 
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extent maps.  Basin-internal and outlet hydrographs from the model were compared to 

corresponding observed gauges as a secondary investigation of model performance.  

The AWiFS dataset of inundation extent for the 2008 Iowa flood event allowed for a unique 

experimental set up that encompasses three varieties of remote sensing for either simulation or 

validation. With AWiFS imagery as a baseline, simulations forced by both Stage 2 and 

PERSIANN-CCS produced flood maps of the extended Cedar Rapids area with high POD’s 

(0.97 and 0.93 respectively).  

Streamflow gauges located at basin interior points reveal high streamflow correlations with both 

simulations, with a minimum correlation of 0.72 for the Stage 2 simulation and 0.86 for the 

PERSIANN-CCS simulation.  The Stage 2 simulation tends to replicate event magnitude better 

than the PERSIANN-CCS run, as evidenced by a 42% – 90% bias reduction from PERSIANN-

CCS to Stage 2.  However, the PERSIANN-CCS simulation captures the observed hydrograph 

shape more accurately as the Stage 2 run shows sharper, more frequent peaks.  This is also 

supported by the PERSIANN-CCS run’s higher correlation coefficients.  

  



95 
 

Chapter 8. Summary and Future direction  

8.1 Summary 

Floods are among the most devastating natural disasters which affect millions of people 

worldwide. Modeling and forecasting floods to provide warnings to the public in a timely 

manner is crucially important, but not without its challenges. This research aims to develop, test, 

and validate a new high resolution coupled hydrologic-hydraulic model HiResFlood-UCI for 

flood modeling. HiResFlood-UCI offers hydrographs, flow depth, inundated area, and flow 

velocity.  An application of the model for a real flood event was carried out to build confidence 

on the model performance. The objectives mentioned in Chapter 1 were addressed and tested in 

this dissertation as follows: 

1) Development of HiResFlood-UCI for flood modeling purposes. 

A coupled hydrologic-hydraulic model for flood modeling called HiResFlood-UCI was 

developed. HiResFlood-UCI is the coupling of the NWS’s hydrologic model (HL-RDHM) with 

the hydraulic model (BreZo) for flood modeling at decameter resolutions.  The coupled model 

uses HL-RDHM as a rainfall-runoff generator and replaces the routing scheme of HL-RDHM 

with the 2D hydraulic model (BreZo) in order to predict localized flood depths and velocities. 

The system was designed to combine the strengths of the NWS’s HL-RDHM distributed 

hydrologic model with those of the BreZo 2D hydraulic model.  

2) Development of a semi-automated unstructured mesh generation technique for 

HiResFlood-UCI. 
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A semi-automated technique of unstructured mesh generation using ArcGIS and Triangle was 

developed to cluster an adequate density of computational cells along rivers. This approach is 

designed in such a  way that numerical errors are negligible compared with other sources of 

error, but no more, so that computational costs of the hydraulic model are kept to the bare 

minimum. Depending on the users’ particular application, the size of the buffer zones may be 

adjusted to ensure the capture of more or less details as needed.  The proposed mesh design 

method allows for modeling the whole basin with a minimized number of elements while areas 

that are important during a flood still have the mesh in high resolution 

3) Testing the sensitivities of HiResFlood-UCI with synthetic precipitation data for various 

components including hydrologic parameters (a priori versus calibrated), hydraulic Manning 

n values, DEM resolution (10m versus 30m), and computation mesh (10m+ versus 30m+). 

The HiResFlood-UCI coupled hydrologic-hydraulic system was evaluated on several levels.  

Synthetic precipitation studies permitted investigation of various model aspects.  Tests with 

calibrated versus a priori parameter grids for the hydrologic  (HL-RDHM) component suggest 

that even with a priori parameter set, HiResFlood-UCI could still produce reasonable results. 

The roughness parameter for floodplain and channel in the hydraulic model (BreZo) component 

was evaluated using a range of roughness parameters and their combinations.  The findings from 

this sensitivity test suggest that selection of channel and floodplain roughness should be done 

with care, as the model appears sensitive to these parameters.  Additionally, no one roughness 

parameter dominated the other, and different combinations led to similar outlet flow results.  

Results when using coarser mesh resolution (30m+) and DEM resolution (30m) suggest that it is 

more imperative to have a high quality, high resolution DEM to derive the mesh, even if the 

mesh resolution is slightly coarser.   
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4) Validating HiResFlood-UCI for both streamflow and floodplain inundation mapping for 

real extreme precipitation events. 

HiResFlood-UCI was evaluated using six real precipitation events in ELDO2 catchment as 

model input.  The primary outcome of these experiments shows that HiResFlood-UCI is able to 

produce spatially distributed, high resolution flow information without compromising the quality 

of   hydrograph simulation at both watershed outlet and interior point already produced by HL-

RDHM.  These case studies also provide a look at how HiResFlood-UCI can produce high 

resolution for the entire basin rather than for just a select reach.  A unique advantage of 

HiResFlood-UCI over the current HL-RDHM is that in addition to the flow hydrograph, it offers 

inundated areas, flow depth, and velocity, which are fundamental to reliable flood warning.  The 

model was also validated for the flooded map using USGS observed water levels available at an 

interior point.  The results show the predicted flood stage error is 0.82m or less.  

5) Applying HiResFlood-UCI for flood forecasting using real-time remote sensing 

precipitation data. 

 The coupled hydrologic-hydraulic model HiResFlood-UCI was driven by near real-time remote 

sensing data in an effort to demonstrate flood inundation mapping capabilities of the model in a 

forecasting framework.  Two near real-time precipitation products, PERSIANN-CCS satellite-

based product and NEXRAD Stage 2 radar, were used as input for simulating the historic 2008 

Iowa flood.  The model was run using the a priori hydrologic parameters and hydraulic Manning 

n values from look-up tables. The model results were evaluated in two aspects: point comparison 

using USGS streamflow, and areal validation of inundation maps using USDA AWiFS 56m 

resolution flood extent imagery.  The results show the PERSIANN-CCS simulation tends to 

capture the observed hydrograph shape better than the Stage 2 (minimum correlation of 0.86 for 
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PERSIANN-CCS and 0.72 for Stage 2 radar); however, at most of the stream gauges, Stage 2 

simulation provides more accurate estimates of flood peaks compared to PERSIANN-CCS (49 -

90% bias reduction from PERSIANN-CCS to Stage 2). The simulation in both cases shows a 

good agreement (0.67 and 0.73 critical success index CSI for Stage 2 and PERSIANN-CCS 

simulations respectively) with the AWiFS flood extent.  Since the PERSIANN-CCS simulation 

slightly underestimated the discharge, the probability of detection (0.93) is slightly lower than 

that of the Stage 2 simulation (0.97).  As a trade-off, the false alarm ratio for the PERSIANN-

CCS simulation (0.23) is better than that of the Stage 2 simulation (0.31).  

Through application of the newly developed HiResFlood-UCI model, paired with near real-time, 

remotely sensed precipitation data, this study demonstrates the ability to recreate detailed flood 

information (particularly flood extent maps) in a forecast setting.  Strong simulation performance 

for this application is particularly promising, given the fact that the HiResFlood-UCI model was 

run with a priori parameters provided by the NWS.  Validation of the event via unique aerial 

imagery available pre- and post-flood and observed hydrographs reinforces trust in the modeled 

results.   

Largely, results from this work demonstrate the potential benefits for the proposed coupled 

modeling system, especially in poorly monitored regions with scarce data.  Simulation of a data 

rich basin using information and tools available globally permits the evaluation of the type of 

results that could be expected in a region where the critical calibration/validation step is nearly 

impossible.   
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8.2 Future directions 

While initial development and implementation of HiResFlood-UCI has been completed, there are 

necessary on-going efforts towards validation of the spatial flow information that it provides.  

Such efforts include utilization of post flood surveys conducted by the USGS in which flood 

extent was directly measured in many locations of the same basin, and flow depth and velocity 

were independently determined.  Aerial photos of flood events will also aid in the validation of 

flood extent for HiResFlood-UCI.  These pursuits are already underway in an effort to verify the 

unique spatial information provided by this coupled hydrologic-hydraulic system.  

Once HiResFlood-UCI has been tested for some selected catchments in the United States and 

shown promising results, it will be implemented for global scale using UC Irvine’s PERSIANN-

CCS real-time high-resolution data and Global Forecast System (GFS) data for flash flood 

nowcast/forecast purposes.  Furthermore, most of the current models used in large scale landslide 

modeling are empirical (Farahmand & AghaKouchak, 2013).  Since HiResFlood-UCI offers high 

resolution flow velocity and flooded area mapping, it can be applied as a unique global, 

physically-based model for land slide monitoring and prediction. 

The following research directions are recommended for future investigation. 

1) Developing automatic techniques to design mesh for the hydraulic component of the model. 

Mesh design is a key element of HiResFlood-UCI. New techniques which would extend the 

proposed approach in this dissertation and   automate the steps of mesh design method will 

further the effectiveness and utility of HiResFlood-UCI. The input is DEM and watershed 

boundary. 
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 2) Implementing HiResFlood-UCI paired with PERSIANN-CCS and GFS at the global scale 

for flood warning system. 

A global flood warning system consists of a global HL-RDHM at coarse resolution (i.e. 4km) 

with PERSIANN-CCS and GFS precipitation data and a database of BreZo setup packages for 

many watersheds, especially for flood-prone regions. HL-RDHM runs permanently in real time 

mode for the entire globe. An algorithm is necessary to find and activate the hydraulic 

component to run for specific watersheds subject to potential flooding. Improving the 

visualization of the information by providing localized details of floods including flood extents, 

flood depths, and flow velocity will greatly enhance the effectiveness of the HiResFlood-UCI.    

This requires a set-up of HL-RDHM for global land with an a priori hydrologic parameter set 

derived from FAO’s global Harmonized World Soil Database of soils, land use, and land cover.  

Development of a database of BreZo setups   for the global flood-prone watersheds using 

NASA’s ASTER Global Digital Elevation Map 30m DEM dataset 

(http://asterweb.jpl.nasa.gov/gdem.asp) will also greatly enhance the usefulness of the proposed 

modeling system. 
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APPENDICES 

Appendix 1: Calibrated coefficients for ELDO2 (provided by NWS) 

Parameter Description 
Calibrated 

Coefficient 

sac_PCTIM Minimum impervious area 0.001 

sac_ADIMP Additional impervious area 0.000 

sac_RIVA Riparian vegetation area 0.025 

sac_SIDE Ratio of non-channel baseflow to channel baseflow 0.000 

sac_RSERV 
Percent/100 of lower zone free water which cannot be 

transferred to lower zone tension water 
0.300 

sac_EFC Effective forest cover 0.000 

sac_UZTWM Lower zone tension water capacity -0.753 

sac_UZFWM Upper zone free water capacity -0.509 

sac_UZK Fractional daily upper zone free -0.710 

sac_ZPERC Maximum percolation rate -8.342 

sac_REXP Exponent for the percolation equation -0.753 

sac_LZTWM Lower zone tension water capacity -0.628 

sac_LZFSM Lower zone supplemental free water capacity -1.016 

sac_LZFPM Lower zone primary free water capacity -1.148 

sac_LZSK Fractional daily supplemental withdrawal rate -0.569 



113 
 

sac_LZPK Fractional daily primary withdrawal rate -0.494 

sac_PFREE 
Percent/100 of percolated water which always goes directly to 

lower zone free water storages 
-0.357 

rutpix_Q0CHN Specific channel discharge per unit channel cross-section area -0.900 

rutpix_QMCHN 
Power value in relationship between discharge and cross-

section 
-0.980 

 




